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One important issue in ad hoc network routing is the energy
onsumption.

n MANETSs, mobile hosts are powered by batteries and unable to
. recharge or replace batteries during a mission.

‘lfherefore, the limited battery lifetime imposes a constraint on the

o maximize the network lifetime, the traffic should be routed in
such a way that the energy consumption is minimized.

ode, called the sou
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xisting energy-efficient broadcast protocols can be classified into
ree-based and probability-based approaches.

" The tree-based broadcast protocol is to construct the minimum-
genergy broadcast tree, which is a broadcast tree with minimum-
[ energy consumption.

.’: o establish the minimum-energy broadcast tree, centralized
.‘ gorithms and distributed algorithms are investigated in wireless ad
' "hoc networks.

"#1 addition, integer-programming technique can be used to establish
.@e minimum-energy broadcast tree.

\ L]

..

; %y considering the probability-based approach, the energy

8\  conservation for broadcast routing can be achieved by alleviating the
k) “broadcast storm problem” with high-performance probabilistic
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Protocols in MANETSs

ree-Based Approach
B Centralized Algorithm
M Distributed Algorithm
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he minimum-energy broadcast tree is formally defined as follows.

. Given the source node I, a set consisting of pairs of relaying nodes

| d their respective transmission levels is constructed such that all

\
.

odes in the network receive a message sent by r, and the total
nergy expenditure for this task 1s minimized.
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ncremental Power) algorithm, is developed to construct a minimum-

centralized algorithm, called as centralized BIP (Broadcast
nergy broadcast tree in MANETS.

an improved centralized algorithm, named EWMA (Embedded

. Wireless Multicast Advantage), is proposed to construct a minimum-
| energy broadcast tree with less power consumption.
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~ Centralized BIP (Broadcas‘t’vw"“’“m
_Incremental Power Algorithm)

he BIP algorithm is based on the Prim’s algorithm, which is an
lgorithm to search for minimum spanning trees (MST).

Qhe wireless communication model is defined as follows.

irst, omni-directional antennas are used, such that every
“transmission by a node can be received by all nodes that lie within its
mmunication range.

ower; each node can choose its power level, not to exceed some
aximum value max P .

BIP assumed that the received signal power varies as I, where I is
~ | 'the range and o is a parameter that typically takes on a value between

~ 2 and 4.

. QV ithout loss of generality, P;; = power needed for link between
odes I and | = r%, where r is the distance between nodes i and J.
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Fig. 1: The “wireless multicast advantage™ F, ,, =max{F,.F;}

. The power required to reach node | is Pj; and the power required to
~ reach node k is P;,.
‘B A single transmission at power P; ;= max {P;;,P; } is sufficient to
reach both node j and node k, based on the assumption of omni-
directional antennas.
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Incremental Power Algorithm)
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Fig. 2: Broadcast tree using BIP

RID ks Aaffaring o a1t 1
DI VY VUllCllllg a Sliiipl

asic n e ¢ of cons
'% broadcast tree, rooted at a source node, 1s described as follows.

At the first, the tree only consists of the source node. Then BIP begins by
termining which node should be selected so that source node can reach
xith minimum incremental power.

s he source node’s nearest neighbor, which is node 9, should be added to the
1l W free. The notation 10 — 9 means that adding the transmission from node 10
- node 9.

C Az 3atx 8 (F ARTRER
WTPU, Department of Computer Science and Information Engineearing Info—rwmmw EWW

12



/Zab

Centralized BIP (Broadcas‘tN%N"“’“S'E

ote that the cost associated with the addition of node 6 to the tree is the
ncremental cost associated with increasing node 10’s power level sufficient
reach node 6.

:

The cost of a transmission between nodes 10 and 9 is Iy o » and the cost of a
~transmission between nodes 10 and 6 is I}, ;. The incremental cost
‘.éa;ssociated with adding node 6 to the tree 18 T}; ¢ — I}y 5.

¢ 3IP exploits the broadcast advantage because when node 10 with sufficient
ower to reach node 6, the node 10 also can reach to node 9.
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There are now three nodes in the tree, namely nodes 6, 9, and 10.
or each of these nodes, BIP determines the incremental cost to
ach a new node; that is 6 — 7, as shown in Fig. 2.
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This procedure 1s repeatedly performed until all nodes are

cluded in the tree. The order in which the nodes were added is: 6
>8,6—>5,9—>51,9—53,9—54,9—>2.
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" EWMA (Embedded Wireless' 7
Multicast Advantage)

v

he power consumptions of nodes 10, 9, 1, 6, and 8 are 2, 8, 4, 5, and 4,

espectively. The total energy consumption of the MST is 23

\\\\ \\\.‘ . Fig, 31 A MST broadcasting tree
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A node is said to be an exclude node if the node is a transmitting node in MST but
s not transmitting node in the final EWMA broadcasting tree.

e key idea of EWMA is to search for exclude nodes by increasing less power
nsumption for the exclude node to cover more forwarding nodes.

or example, the resultant broadcast tree produced by EWMA is shown in Fig. 4.
fter increasing power consumption of node 10 (from 2 to 13), then original
rwarding nodes 9, 6, and 8 in MST, can be excluded in the EWMA broadcast tree.
Therefore, only nodes 10 and 1 are used in the EWMA broadcast tree. The total
nergy consumption of EWMA broadcast tree is 13 +4 = 17.
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Fig, 5: Example of a MANET and node 4 is the source node.

L

I'he main idea is to use the power matrix P, where the (i, j)-th element of the
ower matrix P defines the power required for node I to transmit to node |.

%QI’ instance as shown in Fig. 5,

0 84645 125538 136351 |
34645 0 03T 38TR
- 123538 0.5470 ¢ 57910
13651 38732 5P 0
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..1 addition, a reward matrix R is defined by
L ifE =5,
| - }_{ﬂ, otherwise
Qﬁ;()r instance, the transmission 2—1 results in nodes 1, 3, and 4 being

.“overed, therefore R,,=[1 0 1 1] is encoded in the (2, 1) cell of the
- reward matrix.

TooO0O0][0100][0110][0111T

[1011][0000][0010][0011]
[1101][0100][0000])[0101]/

[1110][0100][0110][0Q0QCOQC0Q]
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DIST-BIP (Distributed Broadcast

Incremental Power)
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DIST-BIP (Distributed Broadcast

Incremental Power)

In Dist-BIP-A algorithm, each node constructs its local BIP tree by using
ntralized-BIP algorithm within one-hop transmission range.

fter constructing local BIP trees for every node, then each node hears and
" broadcasts messages from/to its neighbors to connect many local BIP trees

I to form a global BIP tree.

® .‘7 or example, node 1 constructs a local BIP tree as shown in Fig. 6(a). A

.. Dist-BIP-A tree is established as shown in Fig. 6(b) by connecting many
‘.‘ cal BIP trees, which are constructed by all neighboring nodes.

e

L' ,Ta\\

e © L
e
" S ;‘:ii;lbﬁhmd
e - (a) ()
bt Fig. 61 (a) local BIP tree for node / Fig, 6+ (b) Dist-BIP-A tree
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- DIST-BIP (Distributed Broadcast

Incremental Power)

¢ gateway nodes are jointed to hear and broadcast messages in the Dist-
IP-G protocol to form a Dist-BIP-G tree.

- An example for the Dist-BIP-G tree is illustrated in Fig. 6(c).

Qﬂodes 1, J, and k are gateway nodes.

9 e Dist-BIP-G tree is established by connecting local BIP trees, which are
Constructed by gateway nodes 1, j, and k.

()

E Az E B (FEATIESR  Hg 6 (o) Dist-BIPG tree 26
NTPU, Department of Computer Science and Information Engineering IWWLO’W EWW



- DIST-BIP (Distributed Broadcast

Incremental Power)

.:1 general, the message overhead of constructing a Dist-BIP-G tree 1s
ss than that of constructing a Dist-BIP-A ftree.

o

(i

But the Dist-BIP-A tree is near to the centralized BIP tree.
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nlike most existing minimum-energy broadcasting protocols that
'."ISG the global network information, RBOP only maintains the local
‘#-formation, thus saves the communication overhead for obtaining

:‘;lobal information.
L
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hich represents the available communications.
ote that, (u,v) belongs to E means that U can send message to v, and RNG

An edge (u,v) belongs to the RNG if no node W exists in the intersection area
r nodes U and Vv, as illustrated in Fig. 7.

is topology control scheme i1s called the RNG Topology Control Protocol
TCP), which 1s used to build the relative neighborhood graph (RNG).
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B W Fig. 71 The ezge, v} does not belong to RNG since the existence of node w
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e main idea of RBOP is when a node U receives a message from neighbor
odes, the node selects an edge (U,v) in RNG as far as possible to broadcast
e message within radius d(u, v).
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‘or example as shown in Fig. 8, node S broadcasts message to A, Band C
with radius d(S, A), since d(S, A) > d(S, C) > d(S, B), where (S, A), (S, C),

nd (S, B) are edges belonging to RNG.

hen node C broadcasts with radius d(C, D). Finally, node A broadcasts with
dius d(A, G).

]

ve
Saseg

. ® \ Fig, 81 Example of RNG Breadcast Oriented Protocol (RBOP)
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This method can reduce the total number of broadcast messages and
fficiently transmit the broadcast messages.

“In the simulation results, the centralized BIP protocol can save about

.“éb% energy compared to RBOP protocol.
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Probability-based Approach
Power-Balance Broadcast Protocol
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he power-balance broadcast algorithm uses the residual battery
nergy to determine whether the host needs to rebroadcast or not.

hus, the host with more residual energy will have high probability

rebroadcast. On the other hand, the host with less residual energy
vill reduce the rebroadcast probability and reserve more energy for
extending the network lifetime.

%he proposed algorithm consists of two steps.

irst, each node has an 1nitial rebroadcast probability P, bases on its
maining energy.

Second, the algorithm uses the average remaining energy of the
neighbors of host 1, the number of neighbors of host 1, and the

(] mber of broadcast message received by host 1 to refine the
"ebroadcast probability.
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he broadcast routing protocols are categorized into two families:
ree-based and probability-based approaches.

'he tree-based broadcast routing protocols construct a minimum-
cnergy broadcast tree by greedily selecting some nodes from
networks and control their power level to maintain a broadcast tree

. 'with minimal cost of energy consumption.

The probability-based approach reduces the power consumption,
leviate the broadcast storm situation, or balance the power
consumptions.
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hat is the minimum-energy broadcast tree ?

hat is the difference of centralized BIP and (Broadcast
© Incremental Power) EWMA (Embedded Wireless
‘Multicast Advantage) algorithm in MANETS ?

hat 1s the Power-Balance Broadcast Protocol in
ANETSs ?
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