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Abstract— Vehicular ad hoc networks (VANETs) are going
to be an important communication infrastructure in our life.
Because of high mobility and frequent link disconnection, it
becomes quite challenging to establish a robust multi-hop path
that helps packet delivery from the source to the destination.
This paper presents a multi-hop routing protocol, called MURU,
that is able to find robust paths in urban VANETs to achieve
high end-to-end packet delivery ratio with low overhead. MURU
tries to minimize the probability of path breakage by exploiting
mobility information of each vehicle in VANETs. A new metric
called expected disconnection degree(EDD) is used to select the
most robust path from the source to the destination. MURU is
fully distributed and does not incur much overhead, which makes
MURU highly scalable for VANETs. The design is sufficiently
justified through theoretical analysis and the protocol is evalu-
ated with extensive simulations. Simulation results demonstrate
that MURU significantly outperforms existing ad hoc routing
protocols in terms of packet delivery ratio, packet delay and
control overhead.

I. I NTRODUCTION

Recently, there has been increasing interest in exploring
computation and communication capabilities in transportation
systems ([1],[10]). Many automobile manufactures started to
equip GPS, digital map and communication interfaces (e.g.
802.11 WLAN cards) with new vehicles. Existing cars can
also be easily upgraded. With the rapid advance of information
technology, it becomes easy to support low-cost inter-vehicle
communication, and then to provide customized service to
individual drivers ([18],[5]). One example of service is to dis-
seminate traffic information to drivers in a certain area, which
helps drivers to choose the fast route to their destinations by
making a detour of jamming roads. Another example is to
let drivers share entertainment files such as funny flashes or
movie clips to make the trip enjoyable.

There are several candidate network architectures for in-
telligent transport systems. One is that vehicles use cellular
network infrastructure for communication. This architecture
may have two drawbacks, which are high operation cost and
limited bandwidth. Another architecture is a hybrid one that
combines the vehicle-to-vehicle communication and vehicle-
to-base station communication to alleviate the tight bandwidth
budget of cellular networks. This architecture still requires
that each vehicle subscribes data service in cellular networks,
whose cost may be still quite high. Moreover, when vehicles

reside in the area where cellular networks are not available
or damaged, it would be difficult to keep smooth inter-vehicle
communication. As a result, people have paid a lot of attention
to vehicle ad hoc communication architecture, which greatly
increases the flexibility of deployment and reduces the cost
as well. Without the need of fixed infrastructure, vehicle
with wireless network interfaces (e.g. WiFi interface) can
spontaneously establish a vehicular ad hoc network (VANET)
anytime anywhere.

In VANETs, each vehicle or node1 moves on the road with
high speed and the trajectory of the vehicle can usually be
predicted by itself since the mobility pattern (e.g. direction and
the speed limit) of the vehicle can be approximately inferred
by the roadway geometry. Because nodes move with high
velocity in VANETs, and the channel condition of each link
is highly error-prone due to the reflection of tall buildings and
obstacles along the road and interference from other sources
(e.g. WiFi hotspots), the network topology of VANETs could
be highly dynamic, which means frequent link disconnection
may happen. This makes it challenging to set up a robust path
between the source and the destination in VANETs. Existing
routing protocols for MANETs (i.e. AODV[14], DSR [8], and
GPSR[9]) are inadequate to achieve this goal. For example,
AODV tries to build a minimum hop path from the source to
the destination. It is not suitable in VANETs because each hop
may be easily broken due to dynamic topology. One alternative
approach is to always choose next hop that has the least bit
error rate (BER) so that that the link state of each hop the
the most stable one. However, this approach may significantly
increase the path length as well as the end-to-end delay. Thus
it is desirable toefficiently achieve robust packet delivery in
VANETs.

This paper proposed an efficient multi-hop routing protocol
for urban area vehicular ad hoc networks, called MUlti-
hop Routing protocol for Urban vehicular ad hoc networks
(MURU). MURU is a completely distributed protocol without
the need of any pre-installed infrastructure. We use a novel
metric calledexpected disconnection degree(EDD) to evaluate
the quality of each candidate path between the source and the

1For convenience, we use vehicle and node interchangeable in the rest of
paper.



destination. The value of EDDs reflects the probability that
the path would be broken in a certain time period, and is
determined by the information of the predicted velocity and
moving trajectory of each node along the path. The primary
goal of the EDD design is to find the path that is consisted by
the intermediate nodes that have stable relative position during
a certain time period. As a result, despite the dynamic nature
of VANETs, MURU can still achieve high packet delivery ratio
and low packet delay. We evaluate the performance of MURU
with extensive simulations. Comparing to existing routing
protocols [14], [8], [9], MURU has much better performance
in terms of packet delivery ratio, control overhead and packet
delay.

The rest of this paper is organized as follows. In Section II,
we give the related work. Section III describes the details of
MURU. Section IV shows the performance evaluation results,
and Section V concludes the paper.

II. RELATED WORK

In recent years various of ad hoc routing protocols have
been proposed, which can be classified into two categories:
reactive (on-demand) and proactive protocols [2]. Because of
less control overhead, reactive protocols such as AODV [14]
and DSR [8] have gained more popularity. In AODV [14]
each node maintains a routing table to keep the id of the next
hop intermediate node. In DSR [8] the source determines the
complete sequence of nodes to the destination based on the
information ofRoute Replymessage from the destination, and
the route is listed in the header of each data packet transmitted.
Both AODV and DSR try to find the shortest path in terms of
the number of hops from the source to the destination. They
both perform well in ad hoc networks without highly dynamic
change of topology [2]. However, due to the characteristics
of VANETs mentioned in Section I, they perform poorly in
VANETs.

Location-based routing protocols have been proposed to
make use of the geographical location information of nodes to
support efficient and scalable routing in ad hoc networks. The
geographic distance routing (GEDIR) [17] applies a greedy
method to achieve efficient and loop-free data delivery in a
collision free network. Karp and Kung [9] proposed GPSR
that uses greedy perimeter forwarding to get around voids.
Both GEDIR and GPSR work well in static ad hoc networks
(e.g. sensor networks) but they did not consider the impact of
high mobility.

In the past two years, VANET routing protocols are get-
ting more attention. Chenet. al. [3] and Zhaoet. al. [19]
studied carry-and-forward schemes for sparse VANETs where
disconnection happens frequently. However, they do not focus
on routing in dense VANETs. In [13], mobile gateways are
introduced by the integration of WLANs and 3G networks to
connect vehicular nodes to the Internet. The PAVAN protocol
proposed in [5] gives a mechanism to predict the available
titles in a certain area and a two-tire service architecture
is used so that control messages are transmitted in low-
rate cellular networks and data packets are transmitted in ad

hoc networks. These works rely on infrastructured (i.e. 3G)
networks. Different from existing works, MURU is a fully
distributed location-based routing protocol that is tailored to
VANETs by considering the characteristics of VANETs. It
targets at efficiently utilizing wireless channels to provide
robust data delivery with high throughput and low latency.

III. T HE MURU PROTOCOL
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Fig. 1. The network topology

A. System Model

We consider a VANET in an urban area (e.g. the city
of Miami). As shown in Figure 1, we model the area as a
Manhattan style grid with a fixed block size across the area.
All streets are assumed to be two-way. We assume that each
vehicle’s behavior is homogeneous. Although the direction and
velocity of a vehicle on a certain time may depend on the
layout of the road, traffic density and the individual behavior
of driver, similar to [13], the mobility pattern of each vehicle
is approximated by first order Markov chain shown in Figure
2.
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Fig. 2. The mobility pattern of nodes in vehicular ad hoc networks

The mobility information of each vehicle can be charac-
terized by the average speed and the movement trajectory,
which is determined by the destination and the road geometry.
Vehicles communicate with each other through short range
wireless channels (100m-250m) with WiFi network interfaces.
Each vehicle is assumed to be equipped with global position
system (GPS) and digital maps (e.g. MapMechanics [12]),
and then a vehicle knows its location and street-level road



geometry at any instance. With advanced location registration
and lookup services [11], [7], we assume that a source node
is able to get the location of any destination nodes without
incurring much traffic overhead.

B. Overview of MURU

Even though VANETs have unique characteristics such as
the unstable channel condition and high mobility of each vehi-
cle, we can still find some spaces to improve the performance
of routing in VANETs. Specifically, since the mobility of each
vehicle is usually constrained by roadmap geometry, the move-
ment trajectory can be predicted according to the roadmap and
the destination’s location. With the information of movement
trajectory and the average speed, we can predict the location
of a group of vehicles, which can be the nodes on the path
from the source to the destination, over a certain time period.
Based on this observation, every a certain time period, we can
find the most robust path from the source to the destination.
Then the cumulated paths (in the time domain) provide the
overall robust end-to-end data delivery in VANETs. We use
the metricexpected disconnection degree(EDD) to evaluate
the probability that a path would be broken in a predefined
time period. EDD is calculated according to the information of
predicted the speed and movement trajectory of each vehicle.
Similar to AODV and DSR, MURU is an on-demand routing
protocol. The source initiates the route discovery by sending
Route Requestmessage. Each candidate intermediate node
performs receiver-based link quality estimation, and updates
the current value of the path’s EDD. The destination finally
selects the path with the smallest EDD, which means the path
has the smallest probability of path broken. By utilizing the
roadmap geometry, we optimize the MURU with a backoff
mechanism to reduce the control overhead by suppressing
unnecessary control messages.

C. The Details of MURU

1) Trajectory-constrained Route Request:Suppose a source
node wants to send data packets to a destination node, the
shortest trajectory from the source to the destination can
be calculated with the roadway geometry plus source and
destination’s location as well as mobility information. MURU
tries to find a routing path using the shortest trajectory as the
guidance. Due to the restriction of roadway geometry, the rel-
ative position of destination to source resides in a finite set. In
case of grid layout, as shown in Figure 4, the relative position
between the destination and the source must be within one
of the following eight cases:east, northeast, north, northwest,
west, southwest, south or southeast. When the relative position
is east, north, west or south, the shortest trajectory maybe
be a segment without turning points. Otherwise, the shortest
trajectory would a segmented line with turning points.

The information of the shortest trajectory can be used to
reduce control overhead of routing. In particular, a restricted
area , which is calledbroadcast areais calculated based on
the shortest trajectory to limit the broadcast range of routing
request packets. Only nodes within the broadcast area may be

Notations:
ni: Node i;
preq: The route request packet;
prpl: The route reply packet;
p: The data packet;

Upon ni receiving preq from ni−1:
if (ni is out of the broadcast area defined in Eq. (1))

Drop preq and return;
if (ni−1 is closer to the destination)

Drop preq and return;
/*Assumens is the source*/
CalculateEDD(i− 1, i) andEDDpath(s, i) with Eqs. (8)

and (9)
if ∃ (nj |j 6= i− 1 ∧ EDDpath(s, j) < (EDDpath(s, i− 1)

+EDD(i− 1, i))∧ nj is closer to the destination thanni)
Drop preq and return;

else if ∃ (nk|k 6= i− 1 ∧ (EDDpath(s, k) + EDD(k, i)) <

(EDDpath(s, i− 1) + EDD(i− 1, i)))

Drop preq and return;
else

Update the routing table and let link(ni−1, ni) join the path;
Set the back-off timer with Eq.(10);

Upon ni receiving prpl:
if (ni 6= ns)

update routing table onni;
send outprpl;

Upon ni receiving p:
if (The next hop node is reachable)

Forwardp to the next hop node;
else

Buffer p and perform local repair by sending out a newpreq

to the destination;

Fig. 3. The pseudocode of MURU

a possible intermediate node on the path. Each broadcast area
should be a rectangle and the broadcast area can be easily
calculated according to the location of the current sender,
denoted byn, and the destination, denoted bydst. Formally,
the broadcast area can be defined as:

Rectangle.Xleft = min(n.X, dst.X)− L

Rectangle.Xright = max(n.X, dst.X) + L

Rectangle.Ytop = min(n.Y, dst.Y )− L

Rectangle.Ybottom = max(n.Y, dst.Y ) + L

(1)

WhereL is the system parameter and is usually equal to the
length of street blocks.

Once receiving the route request packet in which the tra-
jectory information is piggybacked, the receiving node will
process the packet if itself locates in the broadcast area.
Otherwise, the node simply drops the packet.

The route request packet header fields MURU uses are
shown in Figure 5. A MURU route request packet headers
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Fig. 4. The trajectory from nodeS to nodeD
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Fig. 5. The format of a route request packet in MURU

include the mobility information of the node who sends
the packet most recently. The data structure of the shortest
trajectory includes the coordinates of the start point, turning
point and end point in the roadmap. A Route request packet
header also carries the value ofEDDpath, which is used to
represent the quality of the route from the source to the current
node. The definition ofEDDpath will be described in Section
III-C.4.

2) Path Evaluation: Traditional routing protocols (i.e.
AODV) that tries to find the shortest path is not suitable in
VANETs because of the highly dynamic network topology and
channel condition. On the other extreme, we can select the
path with the smallest bit error rate of each link. However, it
may significantly increase the number of hops, which incurs a
long end-to-end delay. Furthermore, due to the rapid change of
network topology, the path breakage probability increases as
the number of hops becomes large. We conduct a mathematical
analysis to show that the robustness of a path is a concave
function of the number of hops in VANETs. The analysis is
as follows.

Considering the direct reflection path and ground reflection
path between the two mobile nodes, two-ray ground reflection
model is used to calculate the received power at distancedlink

[16]:

Pr =
PtGtGrH

2
t H2

r

d4
linkl

(2)

where l(l ≥ 1) is the system loss,hr and ht are the heights
of the transmit and receive antennas respectively.

In reality, the received signal quality is determined not only

by the received powerPr, but also on the thermal noise and
inter-node interference (INI). Similar to [4], the average link
SNR (signal-to-noise ratio) is used to evaluate the link quality
with Rayleigh fading. The link SNR can be calculated as
follows :

SNRlink =
α2Pr

Pthermal + α2PINI
(3)

wherePr is the received power at the end of a link,Pthermal

is the thermal noise power,PINI is the sum of received power
from all the interferers andα is the amplitude values of the
fading channel with Rayleigh distribution.

Suppose the binary phase shift keying (BPSK) modulation
is used, the bit error rate (BER) of the link with Rayleigh
fading can be calculated as follows [4]:

BERRayleigh
link =

1

2
(1−

√
SNRlink

1 + SNRlink
) (4)

In VANETs, The link quality between a pair of nodes may
significantly decrease when either node turns at a corner, since
the line-of-sight transmission will not be available. Consider-
ing the mobility of nodes in VANETs, we can calculate the
packet error rate (PER) over a link as follows:

PERlink = 1− (1−BERlink)L + f(mo) (5)

where L is the packet length andf(mo) is the function of
node mobility. With the Markov chain shown in Figure 2, the
probability that the packet transmission fails is equal to the
probability that either node leaves its current direction, which
means, for each PER,f(mo) = 2 ∗ (p + q)− (p + q)2.

Considering the link-layer retransmission, the calculation of
PER is adjusted as follows:

PERN
link = 1−

N∑
i=0

(1− PERlink)PERi
link (6)

whereN is the expected number of retransmission required
per link.

Suppose that each hop has the same PER given in Equation
(6) and that path hasn hops, the PER of the path is calculated
as follows:

PERpath = 1− (1− PERN
link)n (7)
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From Equations (2) (4) (5), and (6), we can see that
PERN

path is a function of the hop distancedlink. We give
the numerical results ofPERN

path as the function ofdlink

in Figure 6. As shown in Figure 6,PERN
path is a concave

function so it has the minimal value, which corresponds to
an optimal hop distance. From the figure, it can be seen that,
to have the least path breakage probability, the hop distance
should not be too small or too large.

3) Calculating EDD: With the analysis results in the pre-
vious section, we design a new metric called theexpected
disconnection degree(EDD) to predict the link breakage
probability of each hop along the path over a certain time
period T , which is a system parameter. EDD is calculated
according to the predicted information of the speed, the
movement trajectory, the location of each vehicle, as well as
the roadway geometry. The path with a small aggregated EDD
means the path has a good robustness over the time periodT .
Specifically, suppose the path consistsk nodes, denoted by
n1...nk. The EDD of link ni−1, ni, 2 ≥ i ≥ k, denoted by
EDDi−1,i, is calculated byni as follows:

EDDi−1,i = α∗ | D(i− 1, i)−D0 |l +β ∗ f(L(i), T (1, k))
+γ ∗ g(M(i− 1), M(i), T (1, k)) (8)

whereα, β andγ are the pre-specified tuning parameters.l is
the path loss exponent and is determined by the propagation
model used in urban areas.D0 is a correction factor, which
is a specified hop distance that produces a low bit error rate
for the link. D0 can be obtained by calculating the distance
whose corresponding bit error rate is below a certain threshold
under the propagation model.Di, j is the geographic distance
from ni to nj , L(i) is the current location of nodeni, M(i) is
ni’s predicted movement information including the expected
direction and velocity during the time periodT , and Ts,d is
the shortest trajectory from the source (ns) to the destination
(nd). f(L(i), T s, d) returns0 if ni is on the shortest trajectory
towards the destination for a time period longer thanT , and1
otherwise.g(L(i−1),M(i), T (1, k)) returns0 if ni−1 andni

are expected to be within the transmission range of each other
for a time period longer thanT , and1 otherwise. Some people
may doubt why the functionsf and g are discrete functions.
The definitions off and g have been extensively evaluated
with simulations and we found that the discrete functions
works better than continuous functions.

Suppose the sourcen0 tries to deliver packets to destination
and there is not an available path to the destination, the
source initiates a route request packet and fills the appropriate
information into all the fields in the packet header. The field
EDDpath(0, i) is used to evaluate the path quality fromn0

to ni. EDDpath(0, i) is calculated as follows:

EDDpath(0, i) =

{
0, i = 0
EDDpath(0, i− 1) + EDD(i− 1, i), else

(9)
Where is value ofEDDpath(0, i − 1) is piggybacked in the
EDDpath field in the route request packet header.

4) Self-Pruning Route Requests:In MURU, route request
packets take a portion of the total control overhead. We design
a self-pruning mechanism to reduce the control overhead of
route discovery procedure without sacrificing the optimality
of routes. In particular, when nodeni receives a route request
preq, it does not forwards the packet immediately. Instead,ni

holds the route request for a short time period (in millisec-
onds), which is denoted byT i

backoff and is defined as:

T i
back−off = σ ∗ EDD(i− 1, i) (10)

Whereσ is the system parameter. Intuitively, ifEDD(i−1, i)
is large, ni would defer sending the route request message
to exploit the possibility of finding a better path. During the
backoff period, ifni overhears a route request packet with the
same tuple of< SourceID, seqno > from nj , it further check
if the EDDpath(s, j) is smaller thanEDDpath(s, i) andnj is
closer to the destination or if the sum ofEDDpath(s, j) and
EDD(j, i) is smaller thanEDDpath(s, i). If so, ni simply
drop preq and cancel the backoff timer. In this way, we can
reduce control overhead sincepreq on ni becomes redundant.
On the other hand, the node with a shorter backoff period
will forward the request packet earlier than those with longer
backoff period, and then has a higher probability to be chosen
as an intermediate node.

5) Properties of MURU:To show that the correctness of
MURU, We give the following theorems.

Theorem 1:MURU is loop-free

Proof: We prove it by contradiction. Suppose there exists
a loop in the path, and nodesna andnb are in the circle, which
means packets is forwarded fromna to nb and then is routed
back to na. Suppose the source isns. Since the packet is
forwarded fromna to nb, according the the routing algorithm
of MURU, theEDDpath(s, a) is smaller thanEDDpath(s, b).
Since the packet is then forwarded fromnb back tona, we
can see thatEDDpath(s, b) is smaller thanEDDpath(s, a),
which leads to contradiction.

Theorem 2:MURU always finds the path from source S
to destination D with smallest EDD.

Proof: We prove it by contradiction. Suppose path A has
the smallestEDDpath from the source to the destination and
MURU selects another path B with a larger EDD. From Eq.
(10), it is easy to see that the aggregated backoff time of a
path is proportional to the value ofEDDpath.

Consider the first case that path A and B do not have any
joint intermediate nodes. Since the total back-off time of B is
larger than the total back-off time of A (Note that path B has
a largerEDDpath), the route request packet that sent along
path A arrives at the destination earlier than the route request
travels along path B. Therefore, MURU should select A, which
leads to contradiction.

In the second case that path A and path B have joint inter-
mediate nodes. Suppose nodeni is the first joint intermediate
node of path A and path B. Thus, path B can be divided into



two sub-paths: the sub-path from the source toni, and the
sub-path fromni to the destination, denoted by pathB1 and
B2 respectively. Similarly, path A can be divided into two
sub-paths: the sub-path from the source toni, and the sub-
path fromni to the destination, denoted by pathA1 and A2

respectively. Since path A has smallerEDDpath than path B,
path A1 must have a smaller EDD than pathB1. Otherwise,
pathB1 and pathA2 compose the path from S to D with the
smallestEDDpath, which contradicts to the assumption that
path A has the smallestEDDpath. From the result obtained
in the first case, the route request packet sent through pathB1

arrives atni later than that sent through pathA1. Since each
node only maintains single path from source to itself, only
pathA1 will be kept in ni, which means that path B will not
be selected.

Theorem 3:The route repair mechanism initiated by node
i finds the routing path with the smallestEDDpath from the
source to the destination among all paths that have nodei as
an intermediate node.

Proof: The routing path from the source to the destination
can be divided into two sub-paths, the path from the source
to nodei and the path from nodei to the destination, denoted
by path A and B respectively. To prove that the routing path
from the source to the destination has the smallestEDDpath

is equivalent to prove that path A has the smallestEDDpath

among all paths from the source to nodei and path B has
the smallestEDDpath among all paths from nodei to the
destination.

From Theorem 2, we have proved that MURU always finds
path with the smallestEDDpath from the source to the
destination. The route repair mechanism of MURU tries to
build a routing path from nodei to the destination, therefore
path B has the smallestEDDpath among all routing paths
from nodei to the destination.

Suppose there is another path C that has a smallerEDDpath

from the source to nodei than path A, then path A would
not be selected by MURU as the sub-path of the path from
the source to the destination because MURU always finds
the path with smallestEDDpath. This is contradict with our
assumption that path A has been chosen as the sub-part of the
path from the source to the destination.

IV. PERFORMANCEEVALUATION

In this section, we present the simulation results to show
that MURU outperforms other routing protocols in terms of
higher packet delivery ratio, lower control overhead and lower
packet delay. The impact of the parameters used in Equation
8 is also examined.

A. Simulation Setup

We build the simulation using ns2 [15] simulator. The area is
assumed to be on a700m×700m square area presenting a grid
layout, where the street layout is in grids with block length

of 100m. A number of vehicles are deployed to the streets
and the initial location of each vehicle is randomly chosen
to reflect the even distribution on the map. The mobility of
vehicles follows the mobility pattern shown in Figure 2 with
average speed of45 miles per hour. IEEE 802.11 DCF protocol
is used as the MAC layer transmission protocol. We compare
MURU with DSR [8], AODV [14] and GPSR [9]. Instead
of the standard AODV, we actually use AODV-LL [2] which
eliminates the periodical HELLO messages, and then saves
control overhead. Even though this version of AODV makes
the link breakage detection on-demand, [2] shows that AODV-
LL performs significantly better than the standard AODV. The
performance metrics are: packet delivery ratio, total control
overhead and end-to-end packet delay. Performance of each
protocol is evaluated in two different scenarios, in which the
locations of the source and the destination are set to be fixed
and mobile respectively. The total number of nodes in the
region varies from 60 to 150. Each source is assumed to initiate
a constant bit rate (CBR) flow that sends packets periodically.
The packet size is 512 bytes. The simulation time is100
seconds and each case is repeated 40 times to achieve a high
confidence of the results.

B. Simulation Results and Analysis

1) Scenario 1: Fixed Source and Destination:In the first
scenario, a fixed source sends packets to a fixed destination
located four blocks away from source. Figure 7 (a) shows the
data delivery ratio as the function of the total number of nodes.
As shown in the figure, the data delivery ratios of AODV,
DSR and GPSR are lower than50%, which proves that they
are not suitable for urban vehicular ad hoc networks. Such low
ratios are caused by the highly dynamic link quality due to the
mobility of each node. Furthermore, the data delivery ratios
of AODV, DSR and GPSR keep the same or slightly increase
as the network density increases, which means AODV, DSR
and GPSR cannot take the advantage of network density to
alleviate the impact of mobility to the link quality. The reason
behind is that AODV, DSR and GPSR only focus on finding
the shortest path from the source to the destination. In contrast,
the data delivery ratio of MURU is much greater than50% as
the number of mobile nodes is greater than80 and the ratio
significantly increases as the network density increases. This
is because that high network density provides MURU more
opportunities to find a path whose links are quite robust.

Figure 7 (b) shows the overhead of routing protocols mea-
sured in the total number of routing packets sent The overhead
of GPSR is proportional to the number of nodes because each
node periodically sends beacons in GPSR. Since no beacon is
sent in AODV, DSR and MURU, the overhead of these three
reactive protocols are much lower than that of GPSR. Since
MURU has a larger data delivery ratio, the average overhead
needed per packet of MURU is much lower than that of DSR
and AODV.

Figure 7 (c) shows the average end-to-end delay. Since
GPSR is a stateless routing protocol, which does not have
route discovery, the delay of GPSR is the smallest between
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Fig. 7. The performance comparison in scenario 1

the protocols we evaluated. The delay of MURU decreases
as the network density increases. It is because that a higher
network density leads to a more robust path. When the number
of nodes in the network reaches130, MURU performs as good
as GPSR. Both DSR and AODV have the higher average delay
than MURU by the fact that paths built in DSR and AODV
are vulnerable to the change network topology.

2) Scenario 2: Mobile sources and destinations:In this
scenario, three mobile source-destination pairs are selected.
The sources and destinations are randomly chosen and the
mobility pattern of them follows Figure 2. Figure 8 (a) shows
the data delivery ratio. As can be seen, MURU outperforms
other three protocols significantly . Its delivery ratio is larger
than 90% when the number of nodes in the simulation is
more than110. The data delivery ratio of GPSR decreases
as the increase of network density because the higher network
density provides more opportunities for a node to select next
hop closer to destination, which degrades the link quality due
to link distances. The performances of DSR and AODV are
poor in this scenario and the increase of network density
doesn’t bring any benefit to the data delivery ratio. This is
mainly because of the highly dynamic network topology.

Figure 8 (b) shows the average routing overhead. Similar
to Scenario 1, the overhead of GPSR is proportional to the
number of nodes moving in the network. The overhead of
other three routing protocols are much lower than GPSR
since no beacons are sent. Basically, the overhead of DSR
keeps the same as the network density increases because the
overhead of DSR is mainly determined by the data delivered
during the simulation which is basically keeps the same too.
The overhead of AODV increases slightly as the increase of
network density by the fact that more nodes participates in the
finding of routing paths as the network density increases. The
increases of data delivered introduces the increases of the total
overhead needed in MURU. However, the use of trajectory
constrained and self-tuning route request greatly reduce the
overhead of MURU significantly. Since MURU has a larger
data delivery ratio, it is obvious that MURU outperforms DSR,
AODV and GPSR.

Figure 8 (c) shows the average end-to-end delay. Compared

with Figure 7 (c), we can see that DSR has a much lower
delay when both source and destination are mobile. The reason
behind is that, in Scenario 1, DSR performs poorly since the
highly dynamic network topology poisons freshness of the
cached paths. In Scenario 2, since the network topology (espe-
cially the relative locations of the source and the destination)
changes more quickly, it is difficult for DSR to build multiple-
hop path and most of the paths built by DSR are one hop.
Therefore the average end-to-end delay in DSR is very low.
Similarly, the delay of GPSR follows the same trend. MURU
has lower average delay than that of AODV and GPSR. The
delay of MURU decreases as the network density increases
and the reason has been explained in the previous section.

C. Choosing Parameters

We have set parametersα, β and γ used in Equation 8
to be0.075, 0.1 and0.1 respectively. These three parameters
represent the weight of different factors that have different
impact on the the quality of each link. In this section, we
evaluate the significance of each parameter in the performance
of data delivery ratio. Due to the limitation of space, we only
show part of our evaluation in whichα is fixed at0.075 and
different values are set toβ andγ under Scenario 1.

Figure 9 (a) shows the data delivery ratio with the value
of α and γ are set to be0.075 and 0.1 respectively. Asβ is
changed from 0.015 to 0.15, the data delivery ratio doesn’t
shows many significant changes. Figure 9 (b) shows the data
delivery ratio with the value ofα and β are set to be0.075
and0.1 respectively. We can see that the data delivery ratio is
not sensitive to the value ofγ. From these evaluation, we find
that the performance of MURU is not sensitive to the values
of system parameters in Equation 8.

V. CONCLUSION

In this paper we proposed a routing protocol, called MURU,
for urban area vehicular ad hoc networks. MURU is designed
to find robust paths to delivery data with high data delivery
ratio, low control overhead and low packet delay. A new metric
expected disconnection degree(EDD) is introduced to predict
the probability that a link would be broken in a certain time
period based on the mobility information of vehicles. With
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Fig. 8. The performance comparison in scenario 2
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Fig. 9. The data delivery ratio under different values ofβ andγ

EDD, MURU finds robust paths for end-to-end data delivery.
MURU is a fully distributed protocol that does not require
any pre-installed infrastructure. Comparing to most popular ad
hoc routing protocols, our simulation results demonstrate that
the MURU has much better performance in terms of packet
delivery ratio, data packet delay and algorithm overhead.
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