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Abstract—Vehicular ad hoc networks (VANETs) are going reside in the area where cellular networks are not available
to be an important communication infrastructure in our life.  or damaged, it would be difficult to keep smooth inter-vehicle
Because of high mobility and frequent link disconnection, it - commuynication. As a result, people have paid a lot of attention

becomes quite challenging to establish a robust multi-hop path . L . .
that helps packet delivery from the source to the destination. to vehicle ad hoc communication architecture, which greatly

This paper presents a mu|ti-h0p routing protocoL called MURU, increases the ﬂeXIblllty of deployment and reduces the cost
that is able to find robust paths in urban VANETs to achieve as well. Without the need of fixed infrastructure, vehicle

high end-to-end packet delivery ratio with low overhead. MURU  wijth wireless network interfaces (e.g. WiFi interface) can

tries to minimize the probability of path breakage by exploiting ; :
mobility information of each vehicle in VANETs. A new metric spontaneously establish a vehicular ad hoc network (VANET)
anytime anywhere.

called expected disconnection degr€EDD) is used to select the ] ]
most robust path from the source to the destination. MURU is  In VANETS, each vehicle or nodenoves on the road with

fully distributed and does not incur much overhead, which makes high speed and the trajectory of the vehicle can usually be
MURU highly scalable for VANETs. The design is sufficiently predicted by itself since the mobility pattern (e.g. direction and

justified through theoretical analysis and the protocol is evalu- w0 ¢haaq fimit) of the vehicle can be approximately inferred
ated with extensive simulations. Simulation results demonstrate

that MURU significantly outperforms existing ad hoc routing PY the roadway geometry. Because nodes move with high
protocols in terms of packet delivery ratio, packet delay and Velocity in VANETS, and the channel condition of each link

control overhead. is highly error-prone due to the reflection of tall buildings and
obstacles along the road and interference from other sources
(e.g. WiFi hotspots), the network topology of VANETSs could

Recently, there has been increasing interest in exploribg highly dynamic, which means frequent link disconnection
computation and communication capabilities in transportatienay happen. This makes it challenging to set up a robust path
systems ([1],[10]). Many automobile manufactures started between the source and the destination in VANETS. Existing
equip GPS, digital map and communication interfaces (es@uting protocols for MANETS (i.e. AODV[14], DSR [8], and
802.11 WLAN cards) with new vehicles. Existing cars caGPSR[9]) are inadequate to achieve this goal. For example,
also be easily upgraded. With the rapid advance of informati?ZéDV tries to build a minimum hop path from the source to
technology, it becomes easy to support low-cost inter-vehialee destination. It is not suitable in VANETSs because each hop
communication, and then to provide customized service igay be easily broken due to dynamic topology. One alternative
individual drivers ([18],[5]). One example of service is to disapproach is to always choose next hop that has the least bit
seminate traffic information to drivers in a certain area, whiakrror rate (BER) so that that the link state of each hop the
helps drivers to choose the fast route to their destinations e most stable one. However, this approach may significantly
making a detour of jamming roads. Another example is iacrease the path length as well as the end-to-end delay. Thus
let drivers share entertainment files such as funny flashesitois desirable toefficiently achieve robust packet delivery in
movie clips to make the trip enjoyable. VANETS.

There are several candidate network architectures for in-This paper proposed an efficient multi-hop routing protocol
telligent transport systems. One is that vehicles use cellufg¢ urban area vehicular ad hoc networks, called MUTti-
network infrastructure for communication. This architecturﬁop Routing protocol for Urban vehicular ad hoc networks
may have two drawbacks, which are high operation cost agdURU). MURU is a completely distributed protocol without
limited bandwidth. Another architecture is a hybrid one thahe need of any pre-installed infrastructure. We use a novel
combines the vehicle-to-vehicle communication and vehiclgyetric calledexpected disconnection degi@DD) to evaluate

to-base station communication to alleviate the tight bandwidfle quality of each candidate path between the source and the
budget of cellular networks. This architecture still requires

that each vehicle SUbS_C”be_S da_ta service in cellular netV\_’OrkaﬂFor convenience, we use vehicle and node interchangeable in the rest of
whose cost may be still quite high. Moreover, when vehiclegaper.

I. INTRODUCTION



destination. The value of EDDs reflects the probability thdioc networks. These works rely on infrastructured (i.e. 3G)
the path would be broken in a certain time period, and igetworks. Different from existing works, MURU is a fully
determined by the information of the predicted velocity andistributed location-based routing protocol that is tailored to
moving trajectory of each node along the path. The primalANETs by considering the characteristics of VANETSs. It
goal of the EDD design is to find the path that is consisted ltgrgets at efficiently utilizing wireless channels to provide
the intermediate nodes that have stable relative position duriredpust data delivery with high throughput and low latency.

a certain time period. As a result, despite the dynamic nature
of VANETSs, MURU can still achieve high packet delivery ratio
and low packet delay. We evaluate the performance of MURU

I11. THE MURU PrROTOCOL

with extensive simulations. Comparing to existing routing \%3 b| PN
protocols [14], [8], [9], MURU has much better performance - - = s - 1 1"‘“
in terms of packet delivery ratio, control overhead and packet a e e aa . Qq .
delay. {0 AT
The rest of this paper is organized as follows. In Section Il, b g T
we give the related work. Section Il describes the details of t itb { ®b i
MURU. Section IV shows the performance evaluation results, i g
and Section V concludes the paper. Y | ?b"“.ﬁ
Il. RELATED WORK | ;“ ‘“/‘5 == ‘qqg | =

In recent years various of ad hoc routing protocols have
been proposed, which can be classified into two categories: Fig. 1. The network topology
reactive (on-demand) and proactive protocols [2]. Because of
less control overhead, reactive protocols such as AODV [14]
and DSR [8] have gained more popularity. In AODV [14]*- System Model
each node maintains a routing table to keep the id of the nexWe consider a VANET in an urban area (e.g. the city
hop intermediate node. In DSR [8] the source determines tbeMiami). As shown in Figure 1, we model the area as a
complete sequence of nodes to the destination based on Ntenhattan style grid with a fixed block size across the area.
information ofRoute Replynessage from the destination, and\ll streets are assumed to be two-way. We assume that each
the route is listed in the header of each data packet transmitteehicle’s behavior is homogeneous. Although the direction and
Both AODV and DSR try to find the shortest path in terms ofelocity of a vehicle on a certain time may depend on the
the number of hops from the source to the destination. Thieyout of the road, traffic density and the individual behavior
both perform well in ad hoc networks without highly dynamiof driver, similar to [13], the mobility pattern of each vehicle
change of topology [2]. However, due to the characteristi¢s approximated by first order Markov chain shown in Figure
of VANETs mentioned in Section |, they perform poorly in2.
VANETS.

Location-based routing protocols have been proposed to
make use of the geographical location information of nodes to
support efficient and scalable routing in ad hoc networks. The
geographic distance routing (GEDIR) [17] applies a greedy
method to achieve efficient and loop-free data delivery in a
collision free network. Karp and Kung [9] proposed GPSR
that uses greedy perimeter forwarding to get around voids.
Both GEDIR and GPSR work well in static ad hoc networks
(e.g. sensor networks) but they did not consider the impact of
high mobility.

In the past two years, VANET routing protocols are get-
ting more attention. Chemet. al. [3] and Zhaoet. al. [19] Fig. 2. The mobility pattern of nodes in vehicular ad hoc networks
studied carry-and-forward schemes for sparse VANETS where
disconnection happens frequently. However, they do not focusThe mobility information of each vehicle can be charac-
on routing in dense VANETS. In [13], mobile gateways arterized by the average speed and the movement trajectory,
introduced by the integration of WLANs and 3G networks tavhich is determined by the destination and the road geometry.
connect vehicular nodes to the Internet. The PAVAN protocdthicles communicate with each other through short range
proposed in [5] gives a mechanism to predict the availablgreless channels (100m-250m) with WiFi network interfaces.
tittes in a certain area and a two-tire service architectuEach vehicle is assumed to be equipped with global position
is used so that control messages are transmitted in losystem (GPS) and digital maps (e.g. MapMechanics [12]),
rate cellular networks and data packets are transmitted inau then a vehicle knows its location and street-level road




geometry at any instance. With advanced location registratio¥otations:
and lookup services [11], [7], we assume that a source nqden;: Nodej;
is able to get the location of any destination nodes without prq: The route request packet;
incurring much traffic overhead. prpi: The route reply packet;
] p: The data packet;
B. Overview of MURU Upon n; receiving preq from n;_i:
Even though VANETs have unique characteristics such [@6(n; is out of the broadcast area defined in Eq. (1))
the unstable channel condition and high mobility of each vehi- Drop p;.., and return;
cle, we can still find some spaces to improve the performande(n;—: is closer to the destination)
of routing in VANETSs. Specifically, since the mobility of each  Drop p,., and return;
vehicle is usually constrained by roadmap geometry, the moyé&Assumen, is the source*/
ment trajectory can be predicted according to the roadmap aglculate EDD(i — 1,i) and ED Dpaun (s, ¢) with Egs. (8)
the destination’s location. With the information of movement and (9)
trajectory and the average speed, we can predict the locatiérd (n;|j # i — 1 A EDDpatn(s,j) < (EDDpatn(s,i — 1)
of a group of vehicles, which can be the nodes on the path + EDD(i—1,%))A n; is closer to the destination than)
from the source to the destination, over a certain time period. Drop p,., and return;
Based on this observation, every a certain time period, we gatse if 3 (nx|k # i — 1 A (EDDpain(s, k) + EDD(k, 1)) <
find the most robust path from the source to the destination. (EDDpatn(s,i — 1) + EDD(i — 1,14)))
Then the cumulated paths (in the time domain) provide the Drop pr., and return;
overall robust end-to-end data delivery in VANETs. We uselse
the metricexpected disconnection degr@eDD) to evaluate Update the routing table and let lirfk;—1, n;) join the path;
the probability that a path would be broken in a predefined Set the back-off timer with Eq.(10);
time period. EDD is calculated according to the information ¢fJpon n; receiving p,::
predicted the speed and movement trajectory of each vehicie(n; # ns)
Similar to AODV and DSR, MURU is an on-demand routingg update routing table on;;
protocol. The source initiates the route discovery by sending send outp,;
Route Requesimessage. Each candidate intermediate nogépon n; receiving p:
performs receiver-based link quality estimation, and updatés(The next hop node is reachable)
the current value of the path’s EDD. The destination finally Forwardp to the next hop node;
selects the path with the smallest EDD, which means the pagfse
has the smallest probability of path broken. By utilizing the Buffer p and perform local repair by sending out a ngw,
roadmap geometry, we optimize the MURU with a backoffto the destination;
mechanism to reduce the control overhead by suppressing
unnecessary control messages. Fig. 3. The pseudocode of MURU

C. The Details of MURU
1) Trajectory-constrained Route RequeStippose a source & possible intermediate node on the path. Each broadcast area

node wants to send data packets to a destination node, $Hguld be a rectangle and the broadcast area can be easily
shortest trajectory from the source to the destination c§alculated according to the location of the current sender,
be calculated with the roadway geometry plus source afignoted byr, and the destination, denoted byt. Formally,
destination’s location as well as mobility information. MURUNE Proadcast area can be defined as:

trie_s to find a routing path.u.'f,ing the shortest trajectory as the Rectangle. X e = min(n. X, dst.X) — L

guidance. Due to the restriction of roadway geometry, the rel-

ative position of destination to source resides in a finite set. In Rectangle. Xrighy = max(n.X, dst.X) + L

case of grid layout, as shown in Figure 4, the relative position Rectangle.Yiop = min(n.Y,dst.Y') — L
between the destination and the source must be within one Rectangle.Yyottom = max(n.Y,dst.Y) + L
of the following eight casesast, northeast, north, northwest, 1)

west, southwest, south or southe&®hen the relative position

is east, north, west or south, the shortest trajectory mayWéere L is the system parameter and is usually equal to the

be a segment without turning points. Otherwise, the shortéangth of street blocks.

trajectory would a segmented line with turning points. Once receiving the route request packet in which the tra-
The information of the shortest trajectory can be used fectory information is piggybacked, the receiving node will

reduce control overhead of routing. In particular, a restrictgmocess the packet if itself locates in the broadcast area.

area , which is calledroadcast areas calculated based on Otherwise, the node simply drops the packet.

the shortest trajectory to limit the broadcast range of routing The route request packet header fields MURU uses are

request packets. Only nodes within the broadcast area mayshewn in Figure 5. A MURU route request packet headers



by the received poweP,, but also on the thermal noise and

inter-node interference (INI). Similar to [4], the average link
SNR (signal-to-noise ratio) is used to evaluate the link quality
with Rayleigh fading. The link SNR can be calculated as
follows :

2
a“ P,

SNRiink = 3

Y Prnermal + 02 Prng @)

where P, is the received power at the end of a lifRycrma
is the thermal noise powekF; v is the sum of received power
s from all the interferers and: is the amplitude values of the
fading channel with Rayleigh distribution.

Suppose the binary phase shift keying (BPSK) modulation
is used, the bit error rate (BER) of the link with Rayleigh

Fig. 4. The trajectory from nod& to nodeD

Source|D | Destination ID | SequenceNo. | Lasthop ID fading can be calculated as follows [4]:
LastHop Location LastHop Direc Rayleigh 1 SN Riink
BERFevleioh — —(q | 2 "tink 4
Fuak ™ = 30\ T SN Ry @
LastHop Velocity EDDpah . . .
" In VANETS, The link quality between a pair of nodes may

significantly decrease when either node turns at a corner, since
Shortest Trajectory the line-of-sight transmission will not be available. Consider-
ing the mobility of nodes in VANETS, we can calculate the
packet error rate (PER) over a link as follows:

_ , PERyin; =1 — (1 — BERying)" + f(mo) (5)
Fig. 5. The format of a route request packet in MURU

where L is the packet length and(mo) is the function of

node mobility. With the Markov chain shown in Figure 2, the
include the mobility information of the node who sendgyopability that the packet transmission fails is equal to the
the packet most recently. The data structure of the shortgggpapility that either node leaves its current direction, which
trajectory includes the coordinates of the start point, tumingeans, for each PER(mo) = 2 * (p + q) — (p + ).

point and end point in the roadmap. A Route request packeiconsidering the link-layer retransmission, the calculation of
header also carries the value BD Dy, Which is used to pgR js adjusted as follows:

represent the quality of the route from the source to the current
node. The definition of2D D, Will be described in Section
l-C.4.

2) Path Evaluation: Traditional routing protocols (i.e.
AODV) that tries to find the shortest path is not suitable iwhere N is the expected number of retransmission required
VANETS because of the highly dynamic network topology anger link.
channel condition. On the other extreme, we can select theSuppose that each hop has the same PER given in Equation
path with the smallest bit error rate of each link. However, {6) and that path has hops, the PER of the path is calculated
may significantly increase the number of hops, which incursas follows:
long end-to-end delay. Furthermore, due to the rapid change of
network topology, the path breakage probability increases as
the number of hops becomes large. We conduct a mathematical
analysis to show that the robustness of a path is a concave
function of the number of hops in VANETs. The analysis is
as follows.

Considering the direct reflection path and ground reflection
path between the two mobile nodes, two-ray ground reflection
model is used to calculate the received power at distdpgge
[16]:

N
PER}, =1-Y (1= PERint)PERj;y (6)

1=0

PERpu,UL =1- (1 - PElejnk)n (7)

Path Packet Error Rate(%)

_ P.G:G,H}H?

P,

)

wherel(l > 1) is the system loss,, and h; are the heights L v
of the transmit and receive antennas respectively.
In reality, the received signal quality is determined not only Fig. 6. The PER as a function of average hop distance



From Equations (2) (4) (5), and (6), we can see that )
the numerical results oPERY,, as the function ofd,, packets take a portion of the total control overhead. We design
pa mn

in Figure 6. As shown in Figure 6°PERY. , is a concave & self-pruning mechanism to reduce the control overhead of
. at . . e - . .
function so it has the minimal value, which corresponds fgute discovery procedure without sacrificing the optimality

an optimal hop distanceFrom the figure, it can be seen thatf routes. In particular, when node receives a route request

to have the least path breakage probability, the hop distartes: it d0€s not forwards the packet immediately. Instead,
should not be too small or too large. holds the route request for a short time period (in millisec-

3) Calculating EDD: With the analysis results in the pre-onds)' which is denoted bYj, s, and is defined as:

vious section, we design a new metric called #xpected Tiuek—ory = 0 % EDD(i — 1,4) (10)
disconnection degre€EDD) to predict the link breakage
probability of each hop along the path over a certain tim&hereo is the system parameter. Intuitively, 8D D (i —1, i)
period T, which is a system parameter. EDD is calculate@ large,n; would defer sending the route request message
according to the predicted information of the speed, tii@ exploit the possibility of finding a better path. During the
movement trajectory, the location of each vehicle, as well &8ckoff period, ifn; overhears a route request packet with the
the roadway geometry. The path with a small aggregated EBME tuple ok Sourcel D, seqno > from n;, it further check
means the path has a good robustness over the time pEriodf the ED D (s, j) is smaller than D D44 (s, i) andn; is
Specifically, suppose the path consigtsiodes, denoted by closer to the destination or if the sum 8D D, (s, j) and
ny...nx. The EDD of link n;_1,n;,2 > i > k, denoted by EDD(j,i) is smaller thanED Dy (s, ). If so, n; simply
EDD;_, ;, is calculated byn; as follows: drop p,.q and cancel the backoff timer. In this way, we can
reduce control overhead sinpg., on n; becomes redundant.
On the other hand, the node with a shorter backoff period
EDD;1; =ax|D(i—1,9) = Do |' +6* f(L(i), T(1,k)) will forward the request packet earlier than those with longer
+yxg(M(i—1),M(:),T(1,k)) (8)backoff period, and then has a higher probability to be chosen
. ) . as an intermediate node.
wherea, ( and+y are the pre-specified tuning parameteérs. 5) Properties of MURU:To show that the correctness of

the path loss exponent and is determined by the propagatigiyry e give the following theorems,
model used in urban area®), is a correction factor, which Thec;rem 1:MURU is loop-free

is a specified hop distance that produces a low bit error rate

for the link. Dy can be obtained by calculating the distance Proof: We prove it by contradiction. Suppose there exists
whose corresponding bit error rate is below a certain thresh%{cﬂoop in the path, and nodes andn, are in the circle, which
under the propagation moddly;, ;j is the geographic distance yqang packets is forwarded from to n, and then is routed
fromn; ton;, L(7) is the current location of node;, M (i) IS pack o5, Suppose the source is,. Since the packet is
n;’'s predicted movement information including the expecteg .\ - qeq fromn, to ns, according the the routing algorithm

direction and velocity during the time peridd, and T 4 is of MURU, the ED D,z (5, a) is smaller tharE D Do (s, b)
. h . ’ path\9, path\9,Y).
the shortest trajectory from the souree,) to the destination Since the packet is then forwarded fram back ton,, we

(na). f(L(3),Ts, c_l) returnso if n; is on _the shortest trajectory .on see that? D.D,aur (s, b) is smaller thanE DD, (s, a),
towardg the de;tlnatlon for a time period Ion_ger tHgrand1 which leads to contradiction. -
otherwiseg(L(i — 1), M(2), T(1, k)) reuns0 if n;_y andni  theorem 2:MURU always finds the path from source S
are expected to be within the transmission range of each Ott&?rdestination D with smallest EDD.

for a time period longer thaifi, and1 otherwise. Some people

may doubt why the functiong and g are discrete functions. Proof: We prove it by contradiction. Suppose path A has

The definitions of f and g have been extensively evaluateqhe smallestZD D, ., from the source to the destination and
with simulations and we found that the discrete functior}aURU selects arfother path B with a larger EDD. From Eq
works better than continuous functions. . (10), it is easy to see that the aggregated backoff time of a
Suppose the sourae, tries to deliver packets to destmatlorﬁath is proportional to the value DD,
t path-

and there is not an available path to the destination, thexqngjger the first case that path A and B do not have any
source initiates a route request packet and fills the appropri £t intermediate nodes. Since the total back-off time of B is

information into all the fields in the packet header. The fie ﬁ'ﬂrger than the total back-off time of A (Note that path B has
EDDyan(0,17) is used to evaluate the path'quallty from 5 larger EDD,.:1,), the route request packet that sent along
t0 ni. EDDyan(0,1) is calculated as follows: path A arrives at the destination earlier than the route request

4 0, i — o travels along path B. Therefore, MURU should select A, which
EDDpatn(0,7) = EDDpan(0,i — 1)+ EDD(i — 1,4i), else leads to contradiction.
9) In the second case that path A and path B have joint inter-

Where is value ofED D, (0,7 — 1) is piggybacked in the mediate nodes. Suppose nadgis the first joint intermediate
EDD,q, field in the route request packet header. node of path A and path B. Thus, path B can be divided into



two sub-paths: the sub-path from the sourcentp and the of 100m. A number of vehicles are deployed to the streets
sub-path fromn; to the destination, denoted by path and and the initial location of each vehicle is randomly chosen
B; respectively. Similarly, path A can be divided into twdo reflect the even distribution on the map. The mobility of
sub-paths: the sub-path from the sourcentp and the sub- vehicles follows the mobility pattern shown in Figure 2 with
path fromn; to the destination, denoted by path and A, average speed db miles per hour. IEEE 802.11 DCF protocol
respectively. Since path A has smalleD D,,.., than path B, is used as the MAC layer transmission protocol. We compare
path A; must have a smaller EDD than path. Otherwise, MURU with DSR [8], AODV [14] and GPSR [9]. Instead
path B; and pathA, compose the path from S to D with theof the standard AODV, we actually use AODV-LL [2] which
smallestED D,., Which contradicts to the assumption thaeliminates the periodical HELLO messages, and then saves
path A has the smallestDD,.,. From the result obtained control overhead. Even though this version of AODV makes
in the first case, the route request packet sent through®aththe link breakage detection on-demand, [2] shows that AODV-
arrives atn; later than that sent through path . Since each LL performs significantly better than the standard AODV. The
node only maintains single path from source to itself, onlgerformance metrics are: packet delivery ratio, total control
path A; will be kept inn;, which means that path B will not overhead and end-to-end packet delay. Performance of each
be selected. protocol is evaluated in two different scenarios, in which the
m locations of the source and the destination are set to be fixed
Theorem 3:The route repair mechanism initiated by nodand mobile respectively. The total number of nodes in the
i finds the routing path with the smalleBtDD,,,;, from the region varies from 60 to 150. Each source is assumed to initiate
source to the destination among all paths that have nade a constant bit rate (CBR) flow that sends packets periodically.
an intermediate node. The packet size is 512 bytes. The simulation timel@®
seconds and each case is repeated 40 times to achieve a high
Proof: The routing path from the source to the destinatioconfidence of the results.
can be divided into two sub-paths, the path from the source . i )
to nodei and the path from nodéto the destination, denotedB- Simulation Results and Analysis
by path A and B respectively. To prove that the routing path 1) Scenario 1: Fixed Source and Destinatiolm the first
from the source to the destination has the smallestD,,,,;, scenario, a fixed source sends packets to a fixed destination
is equivalent to prove that path A has the smalle®D,,..;, located four blocks away from source. Figure 7 (a) shows the
among all paths from the source to nodend path B has data delivery ratio as the function of the total number of nodes.
the smallestEDD,,.;;, among all paths from nodéeto the As shown in the figure, the data delivery ratios of AODV,
destination. DSR and GPSR are lower th&0%, which proves that they
From Theorem 2, we have proved that MURU always find&e not suitable for urban vehicular ad hoc networks. Such low
path with the smallestEDD,,., from the source to the ratios are caused by the highly dynamic link quality due to the
destination. The route repair mechanism of MURU tries tmobility of each node. Furthermore, the data delivery ratios
build a routing path from nodéto the destination, therefore of AODV, DSR and GPSR keep the same or slightly increase
path B has the smallest DD,,,, among all routing paths as the network density increases, which means AODV, DSR
from nodes to the destination. and GPSR cannot take the advantage of network density to
Suppose there is another path C that has a smalieb,,,, alleviate the impact of mobility to the link quality. The reason
from the source to node than path A, then path A would behind is that AODV, DSR and GPSR only focus on finding
not be selected by MURU as the sub-path of the path frotifre shortest path from the source to the destination. In contrast,
the source to the destination because MURU always finte data delivery ratio of MURU is much greater thaiyo as
the path with smallesEzDD,,..1,. This is contradict with our the number of mobile nodes is greater ti&hand the ratio
assumption that path A has been chosen as the sub-part ofsigaificantly increases as the network density increases. This
path from the source to the destination. is because that high network density provides MURU more
m opportunities to find a path whose links are quite robust.
Figure 7 (b) shows the overhead of routing protocols mea-
IV. PERFORMANCEEVALUATION sured in the total number of routing packets sent The overhead
In this section, we present the simulation results to shaef GPSR is proportional to the number of nodes because each
that MURU outperforms other routing protocols in terms afiode periodically sends beacons in GPSR. Since no beacon is
higher packet delivery ratio, lower control overhead and lowsent in AODV, DSR and MURU, the overhead of these three
packet delay. The impact of the parameters used in Equati@active protocols are much lower than that of GPSR. Since

8 is also examined. MURU has a larger data delivery ratio, the average overhead
] ] needed per packet of MURU is much lower than that of DSR
A. Simulation Setup and AODV.

We build the simulation using ns2 [15] simulator. The area is Figure 7 (c) shows the average end-to-end delay. Since
assumed to be on@0m x 700m square area presenting a gridsPSR is a stateless routing protocol, which does not have
layout, where the street layout is in grids with block lengthoute discovery, the delay of GPSR is the smallest between
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Fig. 7. The performance comparison in scenario 1

the protocols we evaluated. The delay of MURU decreasesth Figure 7 (c), we can see that DSR has a much lower
as the network density increases. It is because that a higtlefay when both source and destination are mobile. The reason
network density leads to a more robust path. When the numiberhind is that, in Scenario 1, DSR performs poorly since the
of nodes in the network reach&30, MURU performs as good highly dynamic network topology poisons freshness of the
as GPSR. Both DSR and AODV have the higher average delzgched paths. In Scenario 2, since the network topology (espe-
than MURU by the fact that paths built in DSR and AOD\tially the relative locations of the source and the destination)
are vulnerable to the change network topology. changes more quickly, it is difficult for DSR to build multiple-
hop path and most of the paths built by DSR are one hop.
t‘glaerefore the average end-to-end delay in DSR is very low.

The sources and destinations are randomly chosen and B@ilarly, the delay of GPSR follows the same trend. MURU
mobility pattern of them follows Figure 2. Figure 8 (a) show8as lower average delay than that of AODV and GPSR. The
the data delivery ratio. As can be seen, MURU outperfornf¢/@y of MURU decreases as the network density increases
other three protocols significantly . Its delivery ratio is largefnd the reason has been explained in the previous section.

than 90% when the number of nodes in the simulation ig: Choosing Parameters
more than110. The data delivery ratio of GPSR decreases : .
We have set parameterg (5 and ~ used in Equation 8

as the increase of network density because the higher netwtoorli)e 0.075, 0.1 and 0.1 respectively. These three parameters

density provides more opportunities for a node to select next . ' .
y P PP It present the weight of different factors that have different

hop closer to destination, which degrades the link quality d & ) . . .
to link distances. The performances of DSR and AODV arl{enpaCt on the the quality of each link. In this section, we

poor in this scenario and the increase of network denSIaaluate the significance of each parameter in the performance
I
S

2) Scenario 2: Mobile sources and destinationst this
scenario, three mobile source-destination pairs are selec

doesn't bring any benefit to the data delivery ratio. This data delivery ratio. Due to the limitation of space, we only

i . : ow part of our evaluation in which is fixed at0.075 and
mainly because of the highly dynamic network topology. differerr)n values are set t8 and~ under Scenario 1

Figure 8 (b) shows the average routing overhead. Similar,:igure 9 (a) shows the data delivery ratio with the value
to Scenario 1, the overhead of GPSR is proportional to the , and~ are set to be@.075 and 0.1 respectively. As3 is
number of nodes moving in the network. The overhead @hanged from 0.015 to 0.15, the data delivery ratio doesn't
other three routing protocols are much lower than GPSfqys many significant changes. Figure 9 (b) shows the data
since no beacons are sent. Basmally, the overhead of D§aivery ratio with the value ofv and 3 are set to be).075
keeps the same as the network density increases because,ffif) 1 respectively. We can see that the data delivery ratio is
overhead of DSR is mainly determined by the data delivergg sensitive to the value of. From these evaluation, we find

during the simulation which is basically keeps the same 0@t the performance of MURU is not sensitive to the values
The overhead of AODV increases slightly as the increase 8ffsystem parameters in Equation 8.

network density by the fact that more nodes participates in the
finding of routing paths as the network density increases. The V. CONCLUSION

increases of data delivered introduces the increases of the tota}, this paper we proposed a routing protocol, called MURU,
overhead needed in MURU. However, the use of trajectofyr yrpan area vehicular ad hoc networks. MURU is designed
constrained and self-tuning route request greatly reduce {gefind robust paths to delivery data with high data delivery
overhead of MURU significantly. Since MURU has a largefatio, low control overhead and low packet delay. A new metric
data delivery ratio, it is obvious that MURU outperforms Dspexpected disconnection degréDD) is introduced to predict
AODV and GPSR. the probability that a link would be broken in a certain time
Figure 8 (c) shows the average end-to-end delay. Compapatiod based on the mobility information of vehicles. With
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EDD, MURU finds robust paths for end-to-end data deliverjio] K. Kutzner, J.-J. Tchouto, M. Bechler, L. Wolf, B. Bochow, and
MURU is a fully distributed protocol that does not require

any pre-installed infrastructure. Comparing to most popular

hoc routing protocols, our simulation results demonstrate that
the MURU has much better performance in terms of packet

delivery ratio, data packet delay and algorithm overhead. 1]
[13]
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