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Goals of this chapter

I
e This Chapter discusses with the IP address passing

mechanism and mobility management in VANETS
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Outline

I
e 4-1: |IP Address Passing for VANETSs

e 4-2: Vehicular Address Configuration

e 4-3: Network Mobility Protocol for Vehicular Ad Hoc
Networks

Ff],z.%jt;‘:.%‘ h ﬁ‘RIF$+

NIJL|.l nt of Comput



Vehicular Ad Hoc Networks (VANETSs > PR
WHNS (ANETS E Az iare ERTESS
NTPU, Department of Computer Science and Information Engineering

4-1: IP Address Passing for
| VANETSs

Todd Arnold, Guohong Cao, and Jing Zhao
Pennsylvania State University, USA

IEEE PerCom 2008

U



Section Outline

I
e Introduction

e Background

e Implementation

e Algorithms for Passing IPs

e Conclusion And Future Work

ﬁ’l,z.%jt;‘f.ﬁ L;_ ﬁ‘RIF$+

NIJL|.l nt of Comput



Introduction 7

e A vehicle associates with an AP and acquires an IP
address the average connection time can be from 5
seconds to 24 seconds.

e Reduce the average IP acquisition latency to less than
one-tenth of a second and significantly reduce the network
overhead.

e 3 main steps:
e Gathering the IP information -~
e Passing the IP from car A to car B '
e Configuring car B’s interface on the fly.

¢

Az En 8 ((EATEESR 6

NTPU, Department of Computer SClence and Information Engineering



Background =

e Assumptions :

e Each vehicle only needs one wireless interface card and interface
IS capable of listening in promiscuous mode.

e Each vehicle has a GPS receiver for identifying its own location
and they know their neighbors’ locations.

e Four messages for acquiring a DHCP lease consists
e DHCP Discover message
e DHCP Offer message
e DHCP Request message (as a response)
e DHCP Release message
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Implementation

e Overview

e Equipment

e Observations
e |P Passing

e Analyses
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. WMN
Overview o/
|

e Beside address, car A must provide the subnet mask and
the network’s default gateway.

e Nodes maintain an ARP (Address Resolution Protocol)
cache to map IP addresses to MAC addresses.

e A Gratuitous ARP (GARP) message can be used to update
ARP cache entries in other nodes.

(GARP - The GARP message is an ARP Request where the source
and destination IP are identical.)

- - o
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Overview

C
=

e |P passing packet format

0 Bits

31

Check Sequence

Forwarded

IF Address

Forwarded Subnet Mask

Default Gateway |IP Address

Default Gateway MAC Address

Default GW MAC Addr. (cont.)

GPS Information

GPS Inform

ation (cont.)

GP3S Information (cont.)

0-32

ESSID

bytes

ESS: Extended Service Set
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Equipment

e AP
e Linksys WRT54GL

e Two node OS
e Redhat Linux 2.4.25 kernal

e Network monitoring
e Apple powerbook OS X 10.4.9

e Software
e Ethereal 0.10.12-1011
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A Traditional DHCP transaction e

o After association has completed. (on a Linksys brand AP)

e Once the initial Discover message is sent, it takes almost 3
seconds for the DHCP server to respond with an Offer
message.

e Packet 1: The DHCP Discover message
e Packets 2-4: ARP requests

e Packets 5-7: remaining steps of the DHCP transaction
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2

Packet #| Elapsed Time Source Destination | Protocol | Bytes Information
1 0( 0.0.0.0 233,233,233,233 | DHCP 428| DHCP Discover - Transaction 1D Oxdc08f26e
2| 0.059079] 00:18:39:e2:57:02 | Broadcast ARP 128| Who has 152,163.1,1007 Tel 192,168.1.1
3| 1078637 00:18:39:e3:5002 | Broadcast ARP 128| Who has 152,163.1,1007 Tell 192.168.1.1
4 1999657 00:18:39:2a:5002 | Broadcast ARP 128| Who has 152,163,1,1007 Tell 192,168.1.1
i 2495475 192,168.1.1 192,168,1,100 | DHCP 428| DHCP Offer - Transaction 1D Oxdc08t26e
o 2457731 0.0.0.0 232,235.233,233 | DHCP 428| DHCP Request - Transaction ID Oxdc08f26e
7| 2304289 192,168.1.1 192,168,1,100 | DHCP 428| DHCP ACK - Transaction ID 0xdc08f26e
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Capture of Apple’s DHCP transaction

o After association has completed.
e On an Airport Express.

e This implementation of DHCP eliminates 2 ARP requests
compared to the Traditional DHCP
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2

Packet 2| Elapsed Time Source Destination | Protocal | Bytes Information
1 01 0.0.0.0 255.255.255.255 | DHCP | 342| DHCP Discover - Transaction ID Oxodefch07
0114077 00:145lbaberth | AR | ARD 42| Who has 10.0.1.37 Tell 10.0.1.1
3 (0.500085| 10,0.1.1 10.0.1.3 DHCP | 590| DHCP Offer - Transaction ID Oxodebeh07
4 0,300%87) 0.0.0.0 255.235,235.255 | DHCP | 342| DHCP Request - Transaction ID OxddeAchl7
3 (0.302530| 10.0.1.1 10.0.1.3 DHCP | 590| DHCPACK - Transaction ID Oxddefch07
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Capture of IP Passing DHCP transaction =

I
e Improve IP acquisition process.

e The number of non-association related packets is reduced
from 7 to 2, with a significant reduction in overhead.
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Packet 2 | Elapsed Time Source Destination Protocol | Bytes Information
0.000000 {Agere_b:34:% Broadeast [EEE 802.3 128| Source part: picknfs Destination port: picknfs
0.078179) D-Link_d5:3%:dc Broadeast [EEE802.11 | 104 Probe Request SSI0: "598b[Malformed Packet]'
Association Process
1957936| 00:18:3%:ea:5004 |-k d5:adidc  [IEEEB0Z1 | 122) Association Response[Malformed Packet]
2.013008] D-Link d5:3%dc | Broadast ARP 160] Who has 192.168.1.1227 Gratuitous ARP
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WM

IP Passing

Approach AP
Coverage Area

Request P via
DHCP

Configure
interface

- -

Am |
associated?

Send GARFP
Pass Traffic

Send IP Passing
Packet

Discontinue IP
use and
Disassociate

Release IP via
DHCP Release

GARP heard?
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: WMN
IP Passing 27
|
o Stepl
e For Node A to associates and perform a traditional DHCP request
sequence.
o Step2:

e Node A continues traveling until it no longer needs its IP.

e Node A forwards it to Node B which is just about to enter the range
of the AP and is not yet associated.

o Step3.

e Node B parses the information and configures all relevant settings
In preparation for when it is associated with the AP.

o Step4.
e Node B is associated.

e Node B sends the GARP as the final step to update the APs ARP
cache.
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Analyses

S

|
e A comparison of all three testbed implementations for
acquiring an IP address. The bytes for IP passing

represents the maximum amount required if the ESSID
were 32 bytes.

Implementation Time | Bytes | # of Messages
Traditional DHCP | 2.5 s | 2096 7
Apple DHCP 0.5s | 1906 S
[P Passing 0.09 s | 296 2
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Algorithms for Passing IPs WhY)

|
e When there are not enough IPs available to implement IP
passing

e Algorithms with Neighbor Topology Awareness
e One-hop IP Passing
e Releasing
e Multi-Hop IP Passing

e Distributed Algorithms without Neighbor Topology Awareness
e One-hop IP Passing
e Releasing
e Multi-Hop IP Passing
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Algorithms With Neighbor Topology ety

e One-hop IP Passing

e Node knows all of its neighbors location and moving direction
o Farthest Neighbor (FN) [ r J p

FN — INlax
1<i<n

d;

e Nearest Neighbor behind Association Point (NND)

|Z T Za|
D — min |“2—Y | % d;
NNb = i ; !

D: The distance between the vehicle that is forwarding an
IP and the receiving vehicle

r: The communication range of vehicles

d: The physical distance between any two cars

la: The location where a car starts to associate with the AP

Ip: The location where a car starts to passing its IP
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Algorithms With Neighbor Topology ey

e Releasing

e \When there are no nodes in need of an IP address a node
releases the address

e It requires the node to send a DHCP release message before it is
out the AP’s range

o Lett,... D€ the time it takes for the node to successfully send the
DHCP release message (v: the velocity of the cars)

—_ *
drelease — trelease \
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Algorithms With Neighbor Topology g

e Multi-Hop IP Passing

e The algorithms would have to select one or more intermediate
nodes to send the IP through.

e The leaving node cannot know who would eventually receive the
IP.

e If any intermediate node cannot find a proper neighbor as the
next hop, it will release the IP address to AP.

. - o

A: leaving node
. B: intermediate node (FN of A)
= C: receiving node (FN or NNb of B)

~IlL ==
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Distributed Algorithms without Neighbor Topology~=~

e One-hop IP Passing

e The passing node sends the reference position of a node to pass
to.

o Farthest Neighbor (FN,)

e The passing node broadcasts the IP Passing message when it is about to leave
the AP area.

e All nodes that hear the message but do not yet have an IP address will
broadcast an GARP message after a specific delayﬁ :

e |Ir: reference position

o li: location of the iy, neighbor

e ( Is a constant to adjust the delay to a more reasonable value.

o Nearest Neighbor behind Association Point (NNb,)

o Similar to the FNu, the distributed equivalent of the NNb algorithm (NNb,)
bases the waiting time on the distance from the association point.
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Distributed Algorithms without Neighbor Topology~=~

I
e Releasing

e Happens when a passing node has no neighbors or no neighbors
that need an IP address.

e A passing node need to wait for receiving an ACK message or
timeout.

¢ Du =D - (trelease + ttimeout) *V

e D, To compute the IP passing distance (the distance between
two nodes passing the IP address) for the distributed algorithms.

e D: The distance between the vehicle that is forwarding an IP and
the receiving vehicle.
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Distributed Algorithms without Neighbor Topology~2/

I
e Multi-Hop IP Passing

e Can simply use FNu and NNbu wherever FN and NNDb is used in
the previous section.

e The intermediate node does not broadcast GARP message as the
final destination.

e The intermediate node can still acknowledge the receipt of the IP
passing message |mp_I1(_:!tIy because it will rebroadcast the
message i

A: leaving node
B: intermediate node (FN of A)
C: receiving node (FN or NNb of B)

i
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Use Fraction =

R -
~ —tpHCP % D>R
UpDHCP — U = 9
Ife;r:-;:r.i-r‘e : 1 D <_: R
1 - _ . .
. . t : The time required to
Ne 5 /N DHCP
0 ‘ \ / \X f\ / obtain an IP address via
: X \ TAEAN / DHCP
% N i
¢ U: Use Fraction
0.7 ~y
—A—FN .
3, texor ;theuse fraction is the
£ 06 | time that a DHCP lease is
£ o L used divided by the time
g until it expires
3 04 —#- DHCP texpire =
E ' 1 hour
0.3 —4— DHCP texpire =
1 min
02
R =200m
Uy r=200m
. v = 30m/s
5 10 15 20 25 30 35 40 45 50 55 60 65 7O 75 80 85 90 95 100 tDHCP = 0
distance between vehicles (m)
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Average Distance Used

Dpgecp =R —tpgcp *v D —

200 -

180

160

140 -

120

D bar
=)
=]

60

40

20

JAVA

R D>R
D D<R

D bar: The distance a node covers while

using an IP within range of an AP.

—&—FN

—%—NNb

——-DHCP tDHCP =
1sec

—&— DHCP tDHCP =
2 sec

—®— DHCP tDHCP =
3 sec

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 &0 85 90 95 100

distance between vehicles (m)

R =200m
r=200m
v = 30m/s
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Average Latency to Connectivity

ZaIL — tpa_gg -I_ tGARP _I_ tiﬂ?ﬂﬂ'ﬂge

35

tz’n-r‘ange — ?naif(_tpa.s.g:

—4—FN
25
—<— NNb
g
g °] —m DHCP tDHCP =
o 1sec
a2 4 DHCP tDHCP =
§1° 2sec
=
~® DHCP tDHCP =
1 3sec

0.5

5 10 15 20 25 30 35 40

f/‘\ A R =200m
HAH/ \/\f | j N \ = Soms

45 50 55 60 65 70 75 80 85 90 95 100 pass Inrange
distance between vehicles (m)

R—-D
=)

tass: The lat for the IP
passing algorithms is
equal to the time it
takes to pass the IP
address.

toarp. S€Nd the GARP
tinrange: the time the
node is in range
before it receives the
passed IP address
(can be negative, but
can only offset tpass
because the GARP
must be sent while in

the AP’s range)

= 100us
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Denied Reqguest Fraction

e Only using DHCP

ﬂ*tempire
d — NMpool
0

’ U*tempire
d

e |P passing algorithm

dr = max

mea)] g
0

dr = max

’ [mam(R}D)-‘
d

: The number of cars that enter the range of the AP.
: The total number of leases an AP has to Distribute.

expwe

pom

&
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Denied Reqguest Fraction

15 ——
0.9
08
o 07 —&—FN
8 ¢
8 06
& —<—NNb
j=8
®05
> \ —m— DHCP texpire =
2
- 04 1 hour
2
8 \ —&— DHCP texpire =
0.3 \ § 1 minute
0.2
R =200m
0.1 r=200m
\ v =30m/s
0 & &k -—u &= ool =50

0.1 0.2 04 0.8 1.6 3.2 5.4 128 256 512 102

distance between vehicles (m)
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Conclusion And Future Work

e Conclusion
e |P passing lowers the network overhead.

e Avoid collisions and contention for passed IPs.

e Future Work
e Bidirectional passing.
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e Vehicular Address Configuration Protocol
e Two Main Tasks Of VAC Functionalities
e Conclusion
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Introduction Ll

I
e Solution developed for traditional ad-hoc networks cannot

be directly applied to VANETS

e VANETS differ from usual ad-hoc network
e vehicular environment
e node distribution
e movement

e VANETS have peculiar properties
e high density of nodes
e high absolute speed
e practically “infinite” network diameter
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i

Related Work

|
e Address configuration approaches in ad-hoc networks

categorizing them into three groups:

e Decentralized

e A node that needs an address makes a request to the network and
receives the configuration parameters through its interaction with
other nodes.

e Best-effort

e Do not ensure that every address is unique in the network: their
main goal is just that of guaranteeing the correct routing of
packets.

e Leader-based

e Makes use of a hierarchical structure to perform the address
configuration procedure.

= Az %;u:.%lu A TRP5H .
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Problem Statement =
I

e The same address IP, could be assigned again as soon as
car A goes out of the range of the Internet gateway.

e Since the spread of a VANET is theoretically infinite, nodes
located very far from each other can utilize the same
identifier.

e Configuration protocol has to perform in ad-hoc networks
e the initial address configuration
e the Duplicate Address Detection (DAD) procedure.

= Az %;tﬁ.ﬁu A TRP5H
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Vehicular Address Configuration Protocol =

I
e Leader-based solution

e bigger nodes are Leaders whereas smaller ones are normal nodes
that rely on Leaders for configuring their IP addresses

(RN R SR SN R NCE . N
N SXE I X LTSN KL I Net

e Reliable communication within a given SCOPE

e The SCOPE of Leader A is the area covered by the set of Leaders
whose distance from A is less or equal to scope hops.

o SCOPE, =3

Leader chain

I?‘r’l,A%jtJ:.%l LL ﬁ‘ﬂIF$+ 39
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Address Validity Time L7

I
e This Figure shows the duration of an IP address from when

It Is assigned to a node to when the node needs to be
reconfigured.

2000 -
1800 4+
1600 \\
1400 \

E 1200 \

o 1000

'E 200 \\-
o ey
400

200 _M

D 9 A 9 N D D Q9

relative speed (mph)
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Two Main Tasks Of VAC Functionalities =

I
e Building and maintenance of the Leader chain

e how to elect Leaders in the network and how to change them when
node mobility makes it necessary

e Address configuration and maintenance

e management of addresses that can be assigned to nodes in the
network

N~ A ri-jt;‘:%‘lu_ ﬂnﬂI&%ﬂ—ﬁ 41
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Leader Chain’s Configuration And Maintenance &~/

I
e TH max and TH_min are thresholds for maximum and

minimum distance between two Leaders.
e Distance(Ll1, L2)> TH_max

® O O OO0 0 O @

2> A new Leader (L3)
Is elected

e Distance(Ll, L3)< TH_min

® O O O OO0 @ - A Leader (L3)
becomes normal
L1 1 2 3 4
> TH_max
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NIJL|.l nt of Comput



Address Configuration And Maintenance

I
e Synchronization of address information

e Modified DHCP protocol
e Duplicate Address Detection (DAD) procedure
e Evaluation Assessment

ﬁ’l,z.%jt;‘f.ﬁ L;_ ﬁ‘RIF$+
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Synchronization Of Address Information

e A node configured from Leader A has a valid address even
outside A’s range if it remains in A’'s SCOPE.

e Requires only single-hop communications between nodes
and Leader.

e Each Leader sends in broadcast a Hello packet to all the
Leaders in its SCOPE periodically.

SCOPE of B

SCOPE of A

G Azinrg ((CEATESSR
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Modified DHCP Protocol @

|
e X Is not configured yet.

o X will gather Hello packet from the close Leader.

o After estimating, X will send the nearest Leader a request
for the address.

4.‘..;\
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Duplicate Address Detection (DAD) Procedure <

|
e X is configured with the IPx within the SCOPE of A

e Bis“N” hop far from A

e N > scope, B is not in the SCOPE of A
e X doesn’t hear anymore packets from A
e X receives packets from B

e So X needs a new address

—

®@ O O OO0 0O @

e DAD procedure does not introduce additional signaling traffic, but it is
effective to determine when the node has to configure a new address.
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Evaluation Assessment

e Qualnet simulator v3.7
e 50 nodes

e 15000mx20m terrain (single direction of travel?)

e Parameters

e scope: size of the SCOPE set
e 2,3,4,5,6

e Vel gap: maximum difference between cars’ speed
e 5,10, 15, 20m/s.

e Inter_arrival: a new car enters the highway every...
e 05,1,1.5,2s

= A Z %jt;’:%‘u ﬁ‘ﬂIF$+
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Evaluation: Configuration Time =

e Low configuration time for all scope size and cars’
Interarrival times
e Always less than 70ms

e Allows also real-time application

I?‘r’l,z_%jtﬁﬁ LL ﬁ‘ﬂIF$+ 48
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Configuration Time In Seconds

I
e Configuration time per scope for several values of

inter_arrival time and with constant vel gap.

vel igap=10mjs vel _gap: the gap between the
007 minimum and the maximum
' F speed of nodes in the scenario.
0,06 - [ H
1 inter arrival time: this
0,05 —u— — N parameter allows changing the
% — Ll L  [wiifter atival=05s node density in the network.
b= dinter_arrival=1s D
S 0,03 - — - - — Winter_arrival=1,5s
- Ointer_arrival=2s
0,02 - - o — =
0,01 - - - — —
0 ' =
2 3 4 5 6
scope
ﬁ],z:.ff'itﬁ?‘ LL ﬁ‘ﬂI?"@—f* 49
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Configuration Time In Seconds

I

e Configuration time per inter_arrival time for several values of
vel _gap and with constant scope.

scope=4 vel_gap: the gap between the
minimum and the maximum
0,07 . .
speed of nodes in the scenario.
0,06 [ = - _ . : :
inter arrival time: this
0,05 n — parameter allows changing the
D ——g— node density in the network.
<, 0,04 — ) D
= W vel_gap=10
c -
g 0.03 - | |Ovel_gap=15
el Ovel_gap=20
0,02 T~ |
0,01 - |
0 |
0,5 1 1,5 2
inter_arrival (s)
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Evaluation: Overhead Wi

e | eader chain management is more affected by vehicles’
density and speed than address configuration.

e VAC address assignment is very stable.

e Cross-layer techniques could be exploited to piggyback
messages for Leader chain management on beacons
periodically sent by routing algorithms.
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S

LE

e Number of signalling packets per inter_arrival time for
several values of vel gap and with constant scope.

scope=4 vel _gap=10m/s
600

— /’
% 500 /
T 400 /
e /
: 200 -
= 100 e

D I I I I

0,0 0,5 1,0 1,5 2,0

inter_arrival (s)

2,9

——total

- | eader chain
management

configuration
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=

e Number of signalling packets per vel gap for several
values of inter_arrival time and with constant scope.

450
400
350
300
250
200
150
100

50

number of packet:

scope=4

inter_arrival=1s

——total

-B-| eader chain

management

configuration

o -
/
e =
.‘/f
5I 1 lO 1 I5 2I0

vel_gap (m/s)

25

= # 2 %jt;‘:%‘ \._ ﬂnﬂﬂz%’é-ﬁ
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Conclusion

e High reliability
e Low configuration time
e Can support even vehicles engaged in real-time applications

e Low overhead
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\ Outline

C
=

I
e |Introduction

e Related works
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 Introduction (1) )

I
€ VANET characteristic
» High mobility, network topology changes at any time

> TraJeCtO ry ’*i' ln.,H@m: Agent (HA)
‘ M Obi |e Router (M R) :: Home Network _| .‘*.ﬁw‘"ﬁp’m‘dﬂ" Node (CN)
f”//QWWfﬂm\“x/Pw\_

» Gateway of a mobile network
» Bi-directional tunnel

Iuternet

M

Bi-directional Tunnel
|

Subnet

. n I
Subnet . N

‘ DraWbaCkS u‘I‘. rzgabile Rower (MR)
Mobile Network | . ¢
» Long packet delay ._\ﬁ;ﬂem e

» High handoff latency
» Not suitable for high mobility environment
» To complex to acquire IP address
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 Introduction (2)

I
@ Existing results can be divided into

» Layer-3 (Mobile IPv6)
» Layer-7 (SIP Mobillity)
€ This work provides a network mobility protocol for
vehicular ad hoc networks

» This work integrates the IP address passing into the
network mobility for VANETS

» The cooperative mobile router assists vehicle to perform the
layer-3 pre-handoff procedure
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' Related Works (1) oY)

I
@ Network mobility (RFC-3963)

» Network mobility mobile IPv6 (MIPv6-NEMO) provide permanent
Internet connectivity to all mobile network nodes.

» A. Petrescu V. Devarapalli, R. Wakikawa and P. Thubert. "Network
Mobility (NEMQO) Basic Support Protocol”. Internet Engineering
Task Force (IETF), RFC-3963, 2005.
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' Related Works (2)

I
€ Solution of network mobility handoff

» Zhong Lel, Liu Fugiang, Wang, Xinhong and Ji, Yusheng. " Fast
Handover Scheme for Supporting Network Mobility in IEEE 802.16e
BWA System “, IEEE International Conference on Wireless
Communications, Networking and Mobile Computing (WICOM 2007).

» Duplicate address dection (DAD) procedure still spend lots of time.

i MR Serving . |
| i PAR Target BS| NAR HA
T [ 2| BS ¢
MOB_NBR-ADV
(PriRtAdy)
Scan procedure
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nNl 1 1] L esssmeayg,
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» L 6“ M
Negatiation H *
MOB_BSHO-RSP < < “
T12 prepare DAD|  HACK Tv3 prepare -
MOB_HGAND .
_____ , FBACK &
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\ Motivation i

I
€ Traditional IP-mobility is not suitable due to high mobility

of vehicle in vehicular environment.

€ Even though Network Mobility (NEMO) Basic Support
protocol can operate in vehicular network but suffers a long
latency for real-time service.

» DAD time for MR’s CoA occupies most of the layer-3 handoff
delay.
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| System Architecture

HA

CN: corresponding nod¢
HA: home agent

pAR: previous access router
nAR: new access router
MR: mobile router
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 Mobile Router Protocol Stacks e

LZ-HOPS |
R

A

Layer 3 mobility Layer 3 mobility

802.16% | 802.11 802.11 802.16 | 802.11 802.11 802.11
MAC MAC MAC MAC MAC MAC MAC
802.16: | 802.11 802.11 802.16 | 802.11 802.11 802.11
PHY i [ PHY PHY PHY PHY PHY PHY
MR NIC Wi-Fi  MN NIC L e o
MR NIC Wi-Fi MNNIC WiFi  MNNIC

/

MR NIC: Mobile Router Network Interface Card
MN NIC: Mobile Node Network Interface Card
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\ Basic Idea vy

I
@ Tradition IP acquirement approach

» DHCP server
®Novel IP acquirement approaches

€ |P Address Passing

» Acquire IP address from the lanes of the same direction.
» Acquire IP address from the lanes of the opposite direction.

€ Using cooperative mobile router assists handoff
mechanism in layer-3.

» Pre-handoff by cooperative mobile router for getting IP address
and pre-binding update to HA (home agent).
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| First Solution — Pre-handoff and Binding Sy

|
€ High handoff latency and packet loss

Internet /@
\gAR

?
S0
HA
nAR

WIMAX BS/
WLAN Access Point
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Virtual Bus Solution

Internet

G Az FirB (EATRESR

NTPU, Department of Computer Science and Information Engineering

66



 Challenge 7

I
€ High hardware cost

€ BMR1 cannot offer a
seamless handoff under
high mobility

WIMAX BS/
WLAN Access Point
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‘ NEMO Protocol for VANETSs

|

€ (a) NEMO by bus
» FMR: Front mobile router
» RMR: Rear mobile router

€ (b) NEMO by 1-hop on
virtual bus

€ (c) NEMO by 2-hop on
virtual bus

€ (d) NEMO by multi-hop on
virtual bus
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NEMO Scheme for a Real Bus over VANETs 2

@ Difficultly acquire IP address under high speed environment
OAcquiring IP address from DHCP causes high handoff latency
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NEMO Scheme for a Virtual Bus over VANETS

@ Acquire IP address early
@ Reduce handoff latency and packet loss rate
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- Serving-BS  nep gepyer  Target-BS DHCP Server Releases IP of MR HA CN
é S é & S WS
pAR nAR
oooo3"0-"oooooooooot-o-tooaoooooooooooooooooo ......O...O..........................O...O.....
Packet forwarding
«— — —|— —t— 1 — —|— — 1 — — —] — — — j— —
l«— — -Link layer handoft procedure — —
.T Request
*  Request
Lé} >
£ @ Reply
2 Reply < . .
= * (2) Acquire|unique IP

Request |

Request

Repl
e Reply [
(Fail) (Fall)

@ Acquire |IP

[

o = [I]SEAONSU |
¥

o0 .........'...'......................l'?iﬁcﬁ1'l.g1..l)aa1¢........ 00 0000000000000 00000060000OCOCOCOGCGGIGIIOS
) (4)| Binding ACK i
® Packet tunnel Packet forwarding
f— ——— —— —— e . e —— e ——. i — ——— — — P — — — P
(¢) | Disconnect i
B — | Binding Update "
N ~| Binding Update|ACK
«— — - — — 1 — — — — — — —_———— 4 — — —|— — >

—_— ) ] @ Packet forwarding
#HZ % 70

NTPU, Department of Computer Science and Information Enginesring



Acquire IP Address from Opposite Direction

)

(nw/
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Acquire IP Address from Same Direction @

~~-__ Internet
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NEMO Scheme for a Virtual Bus over VANETs o2/
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Pre-Binding Update Procedure

WM

)

WIMAX BS/
WLAN Access Pointer

WLAN Access Pointerll
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Soft Handoff Procedure

&

' WLAN Access Pointer

|

|

-
-
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WLAN Access Pointer

F Az F 8 EATRRR

NTPU, Department of Computer Science and Information Engineering

76



\ Simulation Results

)

(nw/

|
€ Simulation environment

» NS2 2.31, NEMO module, and WiMax module

Network topology size 1000m*1000m

N um b er Of n @) d es e 0~ 10 0 ve h IC | es

Simulation Time 200s
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. WMN
Performance metrics =/
|

B Handoff latency

» The handoff latency is defined as the interval that the last packet is
received from the pAR to the time that the first packet is received
from the nAR.

B Packet loss rate

» The packet loss counts from the MS disconnecting to old BS to
receiving new packets from the new BS.

B Message overhead

» The total number of IP-passing packets and the packets of
discover CV-MR (cooperative vehicle mobile router).

B Throughput

» The throughput is defined destination receive packets via per
second.
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Handoff Latency vs. VS and VD
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Handoff latency (ms)

. _ WMN'S
Handoff Latency vs. IP Passing and Length of Virtual Bus 7
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Packet Loss Rate vs. VS and VD o
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Packet Loss Rate vs. IP Passing and Length of Virtual Bus-
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Message Overhead vs. VS and VD
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. ) WMN
Message Overhead vs. IP Passing and Length of Virtual B el
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Throughput vs. VS and VD
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Throughput vs. IP Passing and Length of Virtual B@‘
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\ Conclusion )

|
e This work develops a new network mobility for VANET with

the assistance of the cooperative mobile router and IP
address passing technique

e Simulation results illustrate our proposed protocol
significantly reduce handoff latency, packet loss, and
throughput outperforms basic network mobility protocol
(NEMO) and fast network mobility (FNEMO)
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