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Abstract

In this paper, we propose an overlapping communication protocol using improved time-slot

leasing in the Bluetooth WPANS. One or many slave–master–slave communications usually exist in a

piconet of the Bluetooth network. A fatal communication bottleneck is incurred in the master node if

many slave–master–slave communications are required at the same time. To alleviate the problem, an

overlapping communication scheme is presented to allow slave node directly and simultaneously

communicates with another slave node to replace with the original slave–master–slave communica-

tion works in a piconet. This overlapping communication scheme is based on the improved time-slot

leasing (TSL) scheme which modified from the original TSL, while the original TSL scheme only

provides the slave-to-slave communication capability. The key contribution of our improved TSL

scheme is to offer the overlapping communication capability. With the overlapping communication

scheme, we developed an overlapping communication protocol in a Bluetooth WPANs. Finally,

simulation results demonstrate that our developed communication protocol achieves the

performance improvements on bandwidth utilization, transmission delay time, network congestion,

and energy consumption.
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1. Introduction

The advances of computer technology and the population of wireless equipment have
promoted the quality of our daily life. The trend of recent communication technology is to
make good use of wireless equipment for constructing an ubiquitous communication
environment. Bluetooth (The BluetoothTM wireless technology white paper in white paper;
Bluetooth Special Interest Group, 2004; McDermott-Wells, 2005b; Rashid and Yusoff,
2006) is a low cost, low power, and short-range communication technology that operates
at 2.4GHz ISM bands. Those features may applicable for many applications, such as the
novel technology, wireless sensor networks (WSNs) (Dai et al., 2005; Cai et al., 2006) and
short-range wireless personal area networks (WPANs). Energy consumption is a key issue
for WSNs and WPANs. The features of low power, low cost are suitable for the physical
layer of WSNs and WPANs. Bluetooth is a possible solution for WSNs and WPANs for
the applications with the requirements of the higher data rate.
A Bluetooth scatternet is constructed by many piconets. In a piconet, a master node is

responsible to manage at most seven active slave nodes and hundred parked slave nodes
(McDermott-Wells, 2005a; Riley and Zhang, 2005). A host can participate two or more
piconets simultaneously and alternatively play role of slave node in various piconets. The
slave node that participates two or more piconets is defined as relay node. A relay node is
used to deliver messages among piconets so that the resources or services will not be
restricted due to the maximum number of active members in a piconet. The packet
transmission among piconets can be achieved by their common relays (Chang and Yu,
2005; Bray and Sturman, 2001; Proulx et al., 2006; Amin and Bhuyan, 2006). When a
master node invites a Bluetooth device as its slave node, it must switch to inquiry state and
then changes to paging state after receiving the 48-bit Bluetooth address and clock of slave
node. After paging state, a piconet is constructed. A master node polls slave nodes by sent
polling packets to slave nodes using round robin (RR) scheme within the piconet. The
master node communicates with one slave node and all other slave nodes must hold and
wait the polling packet, so the transmission of other slave nodes is arrested. This condition
is called the ‘‘transmission holding problem’’. In addition, the master node has to relay the
packets from one slave node to the other slave node (Cordeiro et al., 2006), which is
incurred double bandwidth and energy consumption, and the slave–slave communication
occupies approximately 75% of all connections (Lee et al., 2007).
To reduce the ‘‘transmission holding problem’’, the efficient scatternet topology

formation and establishment schemes are investigated. Law et al. develop a new scatternet
formation protocol (Law et al., 2000) by optimizing the number of piconets and
minimizing the number of Bluetooth device in each piconet. The transmission holding time
is slightly decreased because that piconet polling cycle time is reduced. Amin and Bhuyan
(2006) develop a Bluetree scatternet formation scheme to construct a bluetree. It reduces
the transmission holding probability by using the bluetree scheduling result. A proximity-
awareness and fast connection establishment scheme is proposed by Salonidis et al. (2000)
to reduce transmission holding problem. Unfortunately, ‘‘transmission holding’’ problem
still exists if utilizing the existing scatternet topology formation and establishment schemes.
Many other novel schemes are concurrently investigated, which aims to completely reduce

the ‘‘transmission holding’’ problem. Capone et al. (2001) presented an efficient polling scheme
to reduce the master and slave queue lengths. With the smaller length of the master and slave
queues, the transmission holding time can be decreased. Kalia et al. (1999) investigated an
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MAC scheduling scheme to schedule the time division duplex (TDD) time-slots effectively.
The transmission holding time can be reduced which compared to the RR based scheduling
scheme. Kalia et al. (2000) proposed a capacity increasing scheme by utilizing the park mode
to provide more transmission time for the active slave node. The ‘‘transmission holding’’
problem is still existed, because the ‘‘transmission holding’’ problem is originated from the
drawback of the master/slave model (Miller and Bisdikian, 2001). Therefore, Zhang et al.
initially proposed the dynamic role management scheme (2001) to address the transmission
holding problem by using master–slave switching (MSS) mechanism. The MSS mechanism
allows slave node directly communicate with other slave node by performing the role switching
procedure. A similar result, a piconet partition (PP) scheme, is proposed by Zhang et al. (2001)
to partition the original piconet into a set of piconets to effectively solve the ‘‘transmission
holding’’ problem. Therefore, the role switching and topology partition schemes can
completely solve the ‘‘transmission holding’’ problem, but it produces heavily unnecessary
packets due to its dynamic scatternet topologies.

One interest issue is how to develop a novel scheme which can effectively solve the
‘‘transmission holding’’ problem under the fixed-topology situation. To satisfy that purpose,
Zhang et al. develops a time-slot leasing (TSL) scheme (Zhang et al., 2002). Zhang et al.’s
TSL scheme provides a general mechanism to support the direct slave–slave communication,
but the master node uses RR mechanism to check slave node intended to send or receive
data. Other slave nodes wait the polling time and gains the transmission holding time. More
recently, Cordeiro et al. proposed a QoS-driven dynamic time-slot assignment (DSA)
schedule scheme (Cordeiro et al., 2004) to more efficiently utilize TSL scheme. With TSL and
DSA scheme, the transmission holding problem still exists. Effort will be made to effectively
reduce the transmission holding problem under the fixed topology structure.

In this paper, we propose an overlapping communication protocol using improved TSL
in the Bluetooth WPANs. One or many slave–master–slave communications usually exist
in a piconet of the Bluetooth network. A fatal communication bottleneck is incurred in the
master node if many slave–master–slave communications are required at the same time. To
alleviate the problem, an overlapping communication scheme is presented to allow slave
node directly and simultaneously communicates with another slave node to replace with
the original slave–master–slave communication works in a piconet. This overlapping
communication scheme is based on the improved TSL scheme which modified from the
original TSL scheme, while the original TSL scheme only provides the slave-to-slave
communication capability. The key contribution of our improved TSL scheme additionally
offers the overlapping communication capability. With the overlapping communication
scheme, we developed an overlapping communication protocol in a Bluetooth WPANs.
Finally, simulation results demonstrate that our developed communication protocol
achieves the performance improvements on bandwidth utilization, transmission delay
time, network congestion, and energy consumption.

This paper is organized as follows. Section 2 describes the basic idea of our new scheme.
The new communication protocol is presented in Sections 3 and 4. The performance
analysis is discussed in Section 5. Section 6 concludes this work.

2. Basic idea

Bluetooth is the technique for low power, low cost, and short-range communication for
WPANs. It operates in the unlicensed industrial–scientific–medical (ISM) band and employs a
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frequency-hopping spread-spectrum (FHSS) technique to avoid system interference. The
frequency-hopping sequence is used by all Bluetooth devices in a piconet. Bluetooth devices
must switch to the same channel to send and receive data. In a piconet, Bluetooth device
cannot easily communicate with each other, even if these piconets in the vicinity, because these
master nodes in each piconet are different. The master node manages the communication time
by setting the different type of transmission packet. Besides, the master node schedules the
communication order by sending a polling packet to each slave node through a RR
mechanism. In this way, if a slave node does not receive the polling packet, all transmitted
packets must be hold until receiving the polling packet from the master node. This is the
‘‘transmission holding’’ problem. Efforts will be made in this work to develop a novel
overlapping communication protocol to completely solve the ‘‘transmission holding’’ problem
without the adjustment of the scatternet topology.
The transmission holding problem is originated from the drawback of the master/slave

model. In a piconet, since the slave node may transmit packets only if it receives the polling
packet from master node. As a result, when there are many salves have to transmit data, slave
nodes must hold its transmission until receiving the polling packet, as shown in Fig. 2(a). To
solve the transmission holding problem, a TSL approach (Zhang et al., 2002) has been
proposed. The seven phases of the TSL procedure are given in Fig. 1(a). After the procedure
executed, as shown in Fig. 1(b), a temp-piconet is established. Therefore, slave nodes can
directly transmit packets to each other without the master mode relaying. Using TSL
approach, the waiting time of the other holding slave nodes are reduced. Unfortunately, the
effect of transmission holding problem is reduced, but it still exists. To solve the transmission
holding problem completely and overcome the drawback of RR scheme, an overlapping
communication scheme is investigated in this work to offer the overlapping communication
capability for multi-pair of devices within a piconet. With the overlapping communication
scheme, Bluetooth device can simultaneously and directly communicate with each other. The
performance of communication will be improved.
In the following, we describe the main contribution of our scheme, compared to TSL

scheme (Zhang et al., 2002) and QoS-driven dynamic time-slot assignment (DSA) scheme
(Cordeiro et al., 2004). The FHSS is used in the Bluetooth network. Let C(x) denote the

used channel for time-slot x, and ab
�!

denote slave node Sa sends data to slave node Sb. An
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Fig. 1. The procedure of time-slot leasing.
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example is shown in Fig. 2(b), S1S2

�!

; S3S4

�!

; and S5S6

�!

simultaneously occur in a piconet. The
transmission holding problem is heavily occurred in master node M: Fig. 2(c) shows that

the time cost is more than t2 � t0 by using TSL scheme for the S1S2

�!

, S3S4

�!

, and S5S6

�!

. With

the same works of S1S2

�!

, S3S4

�!

, and S5S6

�!

; time cost is obviously reduced to t2 � t0 by using
the DSA scheme as illustrated in Fig. 2(d). However, the time cost will be improved by

using our overlapping communication scheme. Fig. 2(e) illustrates that the works of S1S2

�!

,

S3S4

�!

;and S5S6

�!

can be accomplished in time t1 � t0.
Packets with different packet types are listed in the Table 1. The key idea of our

overlapping communication is to use the long packet, packets with packet type DH5 or
DM5. In the following, we describe the reason. In general, the bandwidth utilization of
DM5 (DH5) is higher than DM3 (DH3) and DM1 (DH1). The similar idea of using the
long packet is used in S-MAC protocol for WSN (Ye et al., 2006) to improve the
bandwidth utilization but slightly increase the fairness problem. With utilizing Bluetooth’s
frequency-hopping property, our overlapping scheme not only improve the bandwidth
utilization but also reduce the fairness problem.

To illustrate the frequency hopping technology, every time-slot during the transmission
adopts the different channel, we let channel FH(x) denote the frequency used at time-slot
x. Fig. 3(a) shows that if a DH1 packet is used, then the frequency hopping sequence which
can be represented as FHð0::7Þ ¼ 2; 6; 3; 1; 7; 5; 8, and 4. From the specification of the
Bluetooth system 1.2 (Bluetooth Special Interest Group, 2004), the consecutive five time
slots keep the same channel if using a DH5 packet. The rule is same for packets DH3,
DM3, and DM5. An example is given in Fig. 3(b). Let channel CðxÞ denote a Bluetooth
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Fig. 2. (a) Transmission holding problem, (b) three communication requests, (c) TSL, (d) DSA, and (e)

overlapping communication protocol.
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device sends a packet at time-slot x using the channel C(x). If a device sends a DH1 packet
at time-slot x, then we have the result of CðxÞ ¼ FHðxÞ, Cðxþ 1Þ ¼ FHðxþ 1Þ,
Cðxþ 2Þ ¼ FHðxþ 2Þ, Cðxþ 3Þ ¼ FHðxþ 3Þ, Cðxþ 4Þ ¼ FHðxþ 4Þ, where CðxÞa
Cðxþ 1ÞaCðxþ 2ÞaCðxþ 3ÞaCðxþ 4Þ. But if a device sends a DH5 packet at time-
slot x, then five connective time slots use the same channel, CðxÞ ¼ Cðxþ 1Þ ¼ Cðxþ 2Þ ¼
Cðxþ 3Þ ¼ Cðxþ 4Þ ¼ FHðxÞ. Observe that channels F ðxþ 1Þ; F ðxþ 2Þ; F ðxþ 3Þ; and
F ðxþ 4Þ in the original frequency hopping sequence are free. Example is given in Fig. 3(b),
channels 2 and 5 are used, but channels 6, 3, 1, 7 are free. It is possibly to utilize these
free time slots to offer an overlapping communication protocol. Efforts are made to
significantly improve the throughput in a scatternet by using our new overlapping
communication scheme. This work is achieved by developing intra-piconet and inter-
piconet overlapping protocols, which are presented in the following sections. The intra-
piconet overlapping communication protocol is shown in Fig. 4(a) and (b). The data

transmission of M1S3

 !

and S1S2

 !

can be overlapped. In addition, Fig. 4(c) and (d) illustrates
the overlapping condition for performing the intra-piconet overlapping communication
protocol.

3. Intra-piconet overlapping routing protocol

To significantly overcome the ‘‘transmission holding problem’’, an intra-piconet
overlapping communication protocol is presented in a piconet. The intra-piconet
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Table 1

Bluetooth ACL data packet

Type Used payload (bytes) Bandwidth utilization (bytes/slot)

DH1 27 27.0

DH3 183 61.0

DH5 339 67.8

DM1 17 17.0

DM3 121 40.3

DM5 224 44.8

Fig. 3. (a) Transmission using packet DH1 and (b) transmission using packet DH5.
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overlapping communication protocol is divided into two phases: (1) queuing scheduling and
(2) overlapping time-slot assignment. Initially, the queuing scheduling phase forms two
components, data-flow matrix and queuing table. The data-flow matrix collects the
information of the transmitted data amount from all slave nodes. The queuing table
determines the transmission order for all salves nodes based on the data-flow matrix. The
overlapping time-slot assignment phase utilizes the queuing table to schedule the
overlapping time-slot assignment. Finally, the execution phase broadcasts the scheduling
result to all slave nodes and to perform the data transmissions based on the overlapping
result.

3.1. Queuing scheduling phase

The queuing scheduling phase is to achieve the overlapping communication schedule. To
complete the overlapping communication, master node initially forms data-flow matrix

and queuing table. This work can be done in the BTIM window as shown in Fig. 5(c).
During a schedule interval, each source node (Bluetooth device) in a piconet
just can transmit data to one destination node. The amount of data transmission
of all pair of source-destination nodes is kept in the master node, and can be stored in a
data flow matrix

DMm�mþ1 ¼

D10 . . . D1m

..

.
Dij

..

.

Dm0 . . . Dmm

2
664

3
775,

where Dij denotes the amount of data transmits from node Ni to node Nj, where 1pipm,
0pjpm, and m is the number of slave nodes in a piconet. Observe that node Nj is the
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Fig. 4. The concept of overlapping communication scheme.
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master node if j ¼ 0. For example as shown in Fig. 6(a),

DM4�5 ¼

0 0 1350 0 0

0 900 0 0 0

0 0 670 0 0

0 0 0 1600 0

2
6664

3
7775

is shown in Fig. 6(b). Effort will be made to fully utilize the information of the data flow matrix

DMm�mþ1 ¼

D10 . . . D1m

..

.
Dij

..

.

Dm0 . . . Dmm

2
664

3
775

to produce the overlapping communication schedule.
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Fig. 5. (a) Master polling, (b) polling and transmission in origin piconet, and (c) the structure of BTIM.

Fig. 6. (a) An example of piconet communication, (b) flow matrix, and (c) n-queue.
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Master node further calculates a queuing sequence based on data-flow matrix DMm�mþ1.
Our overlapping communication scheme is to utilize the long packet, since the high
utilization of the long packet can significantly increase the chance of overlapping
communication.

Before describing the overlapping time-slot assignment operation, we define the
following notations. First, a link with a greater number of data has the higher priority

for the data transmission. Therefore, we define priority function prið ij
2
Þ of link ij

2
as

prið ij
2
Þ ¼

Dij þDji

jDij �Djij
.

A link queue Q is defined to record mþ 1 pairs of source-to-destination links

i0j
 !

; . . . ; ikj
 !

; ikþ1j
 !

; . . . ; and imj
 !

in a piconet, where all of these links have the same

destination node Nj . Further, let Q ¼ f i0j
 !

; . . . ; ikj
 !

, ikþ1j
 !

; . . . ; imj
 !

g; where prið ikj
 !

Þ4

priðikþ1j
 !

Þ and 0pkpm� 1: For instance, fS1S2

 !

;S3S2

 !

g:
Assumed that there are n link queues Q1; Q2; . . . ;Qq; . . . ;Qn, where each Qq has different

destination node, and 1pqpn, where n is real number. For instance, Q1 ¼ fS1S2

 !

;S3S2

 !

g

and Q2 ¼ fS4S3

 !

g: Given Qq ¼ fi0jq

 !

; . . . ; ikjq

 !

; ikþ1jq

 !

; . . . ; imjq

 !

g; we denote MAX ðQqÞ ¼

MAX m
k¼0 priðikjq

 !

Þ ¼ priði0jq

 !

Þ: All of Q1; Q2; . . . ;Qq; . . . ;Qn can be combined into a

queuing sequence ¼

Q1

..

.

Qq

Qqþ1

..

.

Qn

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA
,

where MAX ðQqÞ4MAX ðQqþ1Þ; and 1pqpn: For example as shown in Fig. 6(a), the
queuing sequence is

fS1S2

 !

;S3S2

 !

g

fS4S3

 !

g

0
@

1
A,

where priðS1S2

 !

Þ ¼ 2250
450

, priðS3S2

 !

Þ ¼ 670
670

, priðS4S3

 !

Þ ¼ 1600
1600

, MAX ðQ1Þ ¼ priðS1S2

 !

Þ ¼ 2250
450

, and

MAX ðQ2Þ ¼ priðS4S3

 !

Þ ¼ 1600
1600

, as illustrated in Fig. 6(c).

3.2. Overlapping time-slot assignment phase

The queuing scheduling phase determines the appropriate transmission order which
records in a queuing sequence. This queuing sequence is used in the overlapping time-slot
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assignment phase to assign suitable time slots for each transmission. In the overlapping
time-slot assignment phase, there are two conditions occurred, collision-free and collision
detection. In the following, we introduce collision-free and collision detection.
In the collision-free condition, the overlapping time-slot assignment phase assign

suitable time slots to each transmission ij
2

according to the order in the queue sequence. Qq

processes before Qqþ1 in queue sequence. Each Qq starts to process at time-slot 2k, and
qpkpn. For higher bandwidth utilization, DH5 packet type is the prior choice to transmit
data. From the specification of the Bluetooth system 1.2 (Bluetooth Special Interest
Group, 2004), the consecutive five time slots keep the same channel if master node uses a
DH5 packet. Hence, four free channels refers to four free time slots in DH5 packets and no
free channel refers to any free time slot in DH1 packets. Therefore, DH1 is helpless for
overlapping communication scheme. But master node only uses DH3 and DH5 packet to
fragment transmitted data, total amount of packet size could not fit total amount of
transmitted data without using DH1. Some excess bytes might deliver. Overlapping
communication scheme calculates appropriate packet type to minimize the excess bytes
and assigns packets to free time slots to transmit data using improved TSL. Transmission
using the appropriate packet type improves bandwidth and decrease the energy
consumption. We let n_DH5 and n_DH3 denote the amount of DH5 and DH3 packet
type, respectively, Dij denote the amount of data transmission from node Ni to node Nj,
and Excess denote the excess part of transmission. For each transmission, the master node
arranges appropriate packet type by a packet type distribution rule as follows:

n_DH5 � 339þ n_DH3 � 183 ¼ Dij þminðExcessÞ.

The packet amount of DH5 and DH3 is 339 and 183 bytes, respectively. A set of packet
type distribution PDij ¼ fpdij0

; pdij1
; . . . ; pdijs

; . . . ; pdijp
g is used to record pþ 1 packet type

distribution from node Ni transmitting to node Nj, where pdijs
denotes the tth transmission

packet type from node Ni to node Nj and 0 pspp. The value of p is n_DH5þ n_DH3,

where n_DH5 and n_DH3 are related to pdijs
. For example in Fig. 6(b), DS1S2

is 1350 bytes

composed of four DH5 packets ðn_DH5 ¼ 4Þ, PDS1S2
¼ f5; 5; 5; 5g and DS2S1

is 900
composed of three DH5 packets bytes ðn_DH5 ¼ 3Þ, PDS2S1

¼ f5; 5; 5g. Master node gets a

PDij for link ij
2

by packet type distribution rule. Set PDij is used to predict the occupied

time slots by link ij
2
.

According to the packet type distribution, the overlapping time-slot assignment phase
assigns suitable time slot to use improved TSL for data transmission. A time-slot WSij

which is defined as the i’s wake up time slot between link ij
2
. A set of time-slot offset

SOij ¼ fsoij0 ; soij1 ; . . . ; soijt
; . . . ; soijq

g is defined to record qþ 1 time-slot offset from node Ni

transmitting to node Nj, and 0 ptpq. The soijt
denotes the tth time-slot offset

transmission from i to j. SOij is accumulated from PDij and PDji, which is used to predict
the occupied time-slot offset by link ij

2
. For using improve TSL, master node announces

each slave node WSij and SOij . Slave nodes wake up at assigned time slots WSij and obey
the set of time-slot offset SOij to transmit data.
Using improved TSL, a temp-piconet is established. Two roles are assigned in this

temp-piconet, one is temp-master node, the other are original slave nodes. One of
slave nodes in the temp-piconet turned into temp-master node after improved TSL
execution. About overlapping communication scheme, master node assigns the roles,
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WSij, and SOij to each transmission ij
2

at BTIM. We consider two roles, temp-master node
and slave node and if Dij4Dji then Ni is temp-master node and Nj is slave node. For a
transmission from temp-master node Ni to slave node Nj , master node assigns time slots to
link ij

2
as follows:

SOji: sojit
¼ soijt

þ pdijs
;

SOij : soijtþ1
¼ sojit

þ pdjis

(
.

The soij0 initially sets to 0. During computing SOij , if master node runs out of the PDij

set, pdjipþt
sets to 1 for ACK responding. Master node assigns the nearest free time slot as

WSij and WSji ¼WSij þ pdij1
. WSij þ SOij is the real time slot. For example about S1S2

 !

in

Fig. 6(c), DS1S2
is 1350 bytes, SOS1S2

¼ f0; 10; 20; 30g, DS2S1
is 900 bytes,

SOS2S1
¼ f5; 15; 25; 35g, WSS1S2

¼ 0; WSS2S1
¼ 5; and the all transmission process of

S1S2

 !

as shown in Fig. 7(a).
In the collision detection condition, some occupied time slots have been assigned again

to transmission possibly. Before the data transmission, the master node should detect this
condition first. A set of used time-slot US ¼ fus0; us1; . . . ; uskg is defined to record k þ 1
used time slots in a piconet. The master node adds WSij þ SOij into US after assigned time
slots for Ni. If the master node assigns time slots including in US to slave nodes, we called
time-slot collision. Master node uses the following equation to check the collision status:

ðWSij þ SOijÞ \USaffg.
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Fig. 7. (a) The block time-slot calculation, (b) collision occurred, and (c) packet type changing.
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If the equation is true, the problem of time-slot collision is detected. For example as

shown in Fig. 7(a), S1S2

 !

uses the actual time slots recorded in US ¼ f0; 5; 10;

15; 20; 25; 30; 35g. As shown in Fig. 7(b), master node assigns the time slot for S4S3

�!

with
SOS4S3

¼ f0; 6; 12; 18; 24g and WSS4S3
¼ 2. Master node checks ðWSS4S3

þ SOS4S3
Þ\

US ¼ f20g. The result set is non-empty. Collision is detected in assigned time slots

for S4S3

�!

.
In the following, we describe how to solve the time-slot collision problem. When the time

slot is collision, master node adapts the following rules to avoid the collision.

(S1) /* Avoidance for DH5 packet */
If the tth collision packet type is DH5, master node changes the packet to two DH3
packets.
Master node changes the pdijt

¼ f5g to pdijt
¼ f3; 3g.

(S2) /* Avoidance for DH3 packet */
If the tth collision packet type is DH3, master node changes the packet to one DH5
packet.
Master node changes the pdijt

¼ f3g to pdijt
¼ f5g.

(S3) /* Avoidance for DH1 packet */
If the tth collision packet type is DH1, master node changes the packet to one DH3
packet.
Master node changes the pdijt

¼ f1g to pdijt
¼ f3g.

After the master node adapting above rules to S4S3

�!

, the transmission process has shown in
Fig. 7(c). After calculated the transmission time-slot assignment, we record the time-slot
assignment in a packet called time-slot-assignment-schedule (SAS). The detailed information
of SAS packet field has shown in Table 2. The master node gathers those all communication
information into an SAS packet as shown in Fig. 8 and broadcasts the SAS packet to all slave
nodes sequentially to announce the transmission schedule. Slave nodes obey the schedule to
wake up to transmit/receive. If a device does not do anything, it changes to sleep mode to save
energy until next BTIM. During transfer windows, devices are only active in transmitting/
receiving time slots, other time slots stay in sleep mode to save energy.
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Table 2

The information about each field in the SAS packet

Packet field Field description

S_ADDR The BD_ADDR of the source device (3-bits)

D_ADDR The BD_ADDR of the destination device (3-bits)

ROLE The role of device (temporary master or slave) (1-bits)

WAKE_SLOT The wake up time slot (3-bits)

SLOT_OFFSET The offset time-slot assignment (k-bits)

Fig. 8. The SAS packet format.
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4. Inter-piconet overlapping routing protocol

This section presents the inter-piconet overlapping routing protocol as follows. Relay
node operation is a high challenge design issue in a scatternet communication. The role of
a relay node is a bridge to transmit and forward packets between different master nodes. In
general, the schedule of relay node is negotiated by master nodes. Relay node switches to a
different piconet to forward and transmit packets. Master node must keep packets when its
corresponding relay node temporarily switches to a different piconet. The packet delay
time is surely increased. Some research results (Proulx et al., 2006; Chang and Yu, 2005)
had been proposed for the relay node scheduling. Proulx et al. (2006) proposed a relay
node scheduling using sniff mode. Salonidis et al. (2000) constructed a long-lived scatternet
in Bluetooth networks. These two relay-node scheduling protocols are based on the
negotiation scheme between master nodes. Observe that relay node scheduling is difficult
to be maintained because master node do not easily to have schedule information from
other master nodes. For this reason, our scheme try to arrange relay node schedule by
relay node itself. Relay node manages the available time slots in each piconet according to
routing information between piconets. The scatternet formation algorithm proposed by
Yu et al. (2007) which is used to construct our scatternets. Relay node has low degree by
Yu et al.’s algorithm (2007). Different scatternet formations do not affect the intra-piconet
routing protocol, but it affects the inter-piconet routing protocol due to the degree of relay
node. If the degree of relay node is large, relay node needs more time to switch between
different piconets and takes more service time. Our scatternet formation algorithm is
modified the Yu et al.’s algorithm (2007) to further control the degree of relay node to
improve the performance of inter-piconet routing protocol. Relay node acquires routing
information by joining the three specific time slots in the end of BTIM in each piconet. Let
ST1, ST2, and ST3 denote the first, second, and third specific time slots, respectively. The
detail relay node operations is given as follows:

(S1) In ST1, a master node sends the routing information

DMm�1 ¼

D0R

..

.

DiR

..

.

DmR

2
666666664

3
777777775

to a relay node, where DiR denotes the amount of data which is transmitted from Ni

to the relay node, 0pipm, and m is the number of slave nodes in a piconet. Observe
that node Ni is the master node if i ¼ 0. Relay node has two routing information,
DMm�1 and DM1�m. DM1�m ¼ ½DR0 � � �DRj � � �DRm� is collected previously from
other piconets, where DRj denotes the amount of data which is transmitted from the
relay node to Nj, where 0pjpm, and m is the number of slave nodes in a piconet.
Observe that Nj is a master node if j ¼ 0. Recall the queuing scheduling phase and
overlapping time-slot assignment phase as mentioned in Section 3, the relay node
calculates time-slot sets WSiR, SOiR, WSRi, and SORi for receiving data, and WSRj ,
SORj , WSjR, and SOjR for transmitting data. The relay node maintains a counter Ci
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for piconet Pi, where 0pCipCmax. To avoid starvation, let Cmax be a constant. If the
relay node transmits completely for piconet Pi in a transfer window, then
Ci ¼ Ci � 1, otherwise Ci ¼ Ci þ 1. The relay node assigns twi transfer time slots
to piconet Pi based on the counter Ci. Let TW denote the windows size of relay
node’s transfer window. The relay node assigns twi transfer time slots to each piconet
Pi by

twi ¼ TW �
CiPTP
i¼1Ci

,

where TP denotes the number of piconet, which the relay node have been joined. The
size of the time-slot sets for the piconet Pi satisfies

WindowSizeðfWSiR þ SOiRg [ fWSRi þ SORig

[ fWSRj þ SORjg [ fWSjR þ SOjRgÞptwi.

(S2) In ST2, a relay node sends the calculated results WSiR, SOiR, WSjR, and SOjR to the
master node. The master node adds WSiR þ SOiR and WSjR þ SOjR into the US set.

(S3) In ST3, a master node broadcasts the schedule to all slave nodes, and slave nodes
obey the time-slot schedule for communication.

Fig. 10 gives an example that a relay node R joins the specific three time slots of BTIM
in Piconet1 and Piconet2. The R exchanges communication information with M1 and M2,
and receives the schedules from M1 and M2. By our scheme, a relay node transmits/
receives data as shown in Fig. 9(b). Comparing to existing Bluetooth protocol as shown in
Fig. 9(a), our scheme actually reduces the delay time and improves scatternet throughput
(see also Figs. 9 and 10).

5. Experimental results

This section investigates the performance of OCP protocol. To make a fair comparison,
we have implemented OCP protocol and RR, TSL (Zhang et al., 2002) and DSA (Cordeiro
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Fig. 9. An example of scatternet communication (a) by standard protocol and (b) by OCP.
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et al., 2004) using the Network Simulator (ns-2) (VINT Project, 2007) and BlueHoc (IBM
Research, 2007). We investigate the performance results which is affected by giving
different parameters. The simulation is conducted in a square 2D space ð100� 100m2Þ by
randomly deploying N nodes ð2pNp70Þ. The radius of transmitter range of each node is
10M. The simulated topology is constructed by randomly deployed. The performance
metrics of the simulation are given below (see Table 3):

� Transmission delay: The latency from a source node to a destination node.
� Average holding time: The time period of the data transmission of the slave node which

is blocked by other transmissions.
� Throughput: The number of data bytes received by a Bluetooth device per unit time.
� Control overhead: The total number of control packets under a fixed time interval.

5.1. Transmission delay

We discuss the performance of transmission delay as follows. In a piconet, as shown in
Fig. 11(a) and (b), the master node adopts RR to poll slave nodes and slave nodes
communicate to another slave nodes via master node. But TSL, DSA, OCP use the slave-
to-slave direct communication, hence the transmission delay time from a source node to a
destination node is only the half of that of RR. Besides, the key method of DSA and OCP
are the TSL approach, all of DSA, OCP, and TSL have the same transmission delay time.

Observe that our scatternet communication uses the RR, so relay node transmits or
receives packets by the polling mechanism of the master node. If a master node transmits
packets to a relay node, but the relay node cannot immediately transmit packets to another
master node, then the transmission delay time grows. In OCP, a relay node has high
priority to determine which time slot should be transmitted or received. A relay node
calculates its free time slots to determine the suitable time slots for transmissions and
reception by OCP. When a relay node chosen the time slots, the relay node adopts the
overlapping communication scheme to transmit and receive packets. All transmissions
of other slave nodes do not arrest by the transmission of this relay node in a piconet.
As shown in Fig. 12(a) and (b), OCP decreases the transmission delay in the scatternet
communication.

Only one pair of devices communicated with each other at the same time for RR, TSL,
and DSA in a piconet. When one pair of devices is communicated, all other devices hold
packets and wait for the next communication. In RR, packets are relayed by the master
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Fig. 10. Relay communication under scatternet.
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node, and TSL sets up a slave-to-slave direct communication. The average holding time of
RR is evaluated as follows. A piconet has k slave nodes. Each slave node spends Ui for
upstream (a slave node to a master node) and Di for downstream (a master node to a slave
node), where 1pipm.

The average holding time of RR ¼

Pm
n¼1

Pn�1
i¼1 ðDi þUiÞ

m
.

5.2. Average holding time

This subsection describes the performance of average holding time. Fig. 13(a) and (b)
shows that the average holding time of TSL is approximately half of that of RR. This is
because that DSA collects several communication requests from slave nodes to assign the
transmission period. Slave nodes obey the communication assignments using TSL. DSA
adopts the more efficient slave-to-slave communication than TSL to significantly decrease
the holding time. Observe that our OCP further uses the overlapping communication
scheme. The master node collects communication requests from salve nodes to compute
the transmission sequence. After the master node broadcasting the transmission sequence,
slave nodes obey the scheduled time slots to transmit data packets by the slave-to-slave
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Fig. 11. Performance of transmission delay vs. Bluetooth devices in a piconet under (a) HTTP and (b) FTP.

Table 3

The detail simulation parameters

Parameters Value

Number of device 2pNp70

Network region 100m� 100m

Radio propagation range 10m

Mobility No

Schedule interval 64 time slots

Packet type DH1 or DH3 or DH5
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direct communication. One or more communication pairs occur simultaneously and thus
the holding time is significantly improved. Fig. 13(a) and (b) gives the performance results.

5.3. Throughput

We discuss the performance of throughput as follows. Given a piconet, RR keeps one
transmission from one slave node to other slave node by a master-node relaying
communication pattern. But, TSL adopts the slave-to-slave direct communication without
master-node relaying. As illustrated in Fig. 14(a) and (b), the total throughput is more than
that of RR. DSA collects several communication requests from slave nodes at one cycle
and determine slave nodes to set up the slave-to-slave direct communication at a specific
time period using TSL. DSA efficiently adopts the TSL. Therefore, the total throughput of
DSA is more than that of TSL. OCP further adopts the overlapping communication
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Fig. 12. Performance of transmission delay vs. piconet numbers in a scatternet under (a) HTTP and (b) FTP.

Fig. 13. Performance of average holding time vs. Bluetooth devices under (a) HTTP and (b) FTP.
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scheme, several communication pairs occur at the same time, hence the throughput is more
than that of DSA. Basically, the average throughput of OCP is about one-fourth of that of
RR, as shown in Fig. 14(a) and (b). For the scatternet communication, OCP decreases the
holding time because the relay node has high priority to choose the suitable time slots to
transmit packet to another relay node by the overlapping communication scheme. As
shown in Fig. 15(a) and (b), the total throughput of OCP is more than that of RR.

5.4. Control overhead

This subsection describes the performance of control overhead. As shown in Fig. 16(a)
and (b), during each transmission cycle of RR, the master node polls a slave node and the
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Fig. 14. Performance of throughput vs. seconds in a piconet under (a) HTTP and (b) FTP.

Fig. 15. Performance of throughput vs. seconds in a scatternet under (a) HTTP and (b) FTP.
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slave node responses ACK. message to the master node, the control overhead is two time
slots. To set up the slave-to-slave direct communication, TSL needs seven time slots to
transmit necessary information when two slave nodes needed to be communicated, the
control overhead is seven time slots. In DSA, the master node uses six time slots to collect
slave node communication requests to assign the time period of transmissions, the control
overhead is six time slots. In our OCP, the master node polls each slave node to collect
communication requests to broadcast the transmission sequence, the control overhead is
depended on the number of slave nodes. If a piconet with n slave nodes, the control
overhead is about 2nþ 1 time slots.

6. Conclusion

In this paper, we propose an efficient overlapping communication protocol to overcome
the transmission holding problem and improve the performance of transmission in
Bluetooth WPANs. Multiple devices can communicate simultaneously by using our
proposed OCP under the same frequency hopping sequence. The OCP utilizes the
improved time-slot leasing to offer the overlapping communication. With OCP, the packet
delay time and the network-congestion occurrence are slight. Furthermore, OCP is very
useful to improve the throughput between piconets. By simulation results, OCP is
illustrated to achieve the performance improvement of bandwidth utilization and
transmission delay.
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